PERFORMANCE ANALYSIS OF WDM OPTICAL               SHUFFLE – EXCHANGE AND DEBRUIJN NETWORKS
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Abstract:  In this paper, we study the performance analysis of a class of WDM optical networks with regular topologies such as shuffle-exchange and deBrujin. The performance metrics of interest are minimizing the number of hops and the wavelengths required. We consider only static traffic demand and we have not used any wavelength converters or light splitters in these networks. Further, the analysis is made for wide-sense nonblocking multicast session. A heuristic algorithm is proposed in this paper for routing, which greatly reduces the number of wavelengths required for intermediate nodes than the end nodes of both the topologies considered by us. The cost functions are determined for both cases in terms of the hop count and the number of usage of wavelengths. We compare our results with breadth-first-search algorithm and prove that the performance due to our algorithm is relatively better than breadth-first-search algorithm. 
Key Words: WDM, wide-sense nonblocking, multicast, breadth-first-search(BFS) algorithm, shuffle – exchange, Debruijn.
1
Introduction

Wavelength-division multiplexing (WDM) has emerged as a potential optical networking technology for realizing applications such as teleconferencing, e-mail, and multimedia, which require high bandwidth, and scalable data services. By allowing several channels to be routed on the same fibre on different wavelengths, the capacity of each link is increased tremendously. Thus, WDM permits use of enormous fiber bandwidth by providing data channels whose individual bandwidths more closely match those of the electronic devices at their endpoints [1]. As WDM technology matures, it is likely to be widely used in systems ranging from local and metropolitan area networks to be the backbone of the next generation internet.


Multicast communication involves transmitting information from a single source node to multiple destination nodes, and is becoming an important requirement in high performance networks. In many applications, a single source node in a network is required to send data to a number of destination nodes. The data sent to the destination nodes may be identical or may be personalized. In a wavelength routed network, a message is sent from one node to another node using a wavelength continuous route called a lightpath, without requiring any optical-electronic-optical conversion and buffering at the intermediate nodes. This process is known as wavelength routing [2]. A lightpath is an all - optical communication path between two nodes, established by allocating the same wavelength throughout the route of the transmitted data. The requirement that the same wavelength must be used on all the links along the selected route is known as the wavelength continuity constraint. That is, two lightpaths cannot be assigned the same wavelength on any fibre. However, two lightpaths can use the same wavelength if they use disjoint sets of links.

     Ideally, each message is transmitted from the source to a destination without any optical-to-electronic conversion within the network. Such all- optical communication can be realized by using a single wavelength to establish a connection to each destination. Alternatively all optical wavelength converters may be used to convert from one wavelength to another within the network but such converters are likely to be prohibitively expensive for most applications [10]. 

 A second approach is to embed a set of lightpaths in the network. A lightpath is a path comprising channels on a single wavelength. A packet may travel over multiple lightpaths from the source to a destination node. At the terminus of a lightpath the data is converted into electronic form and is delivered to the local node if it has reached its destination and is otherwise retransmitted on another lightpath toward its destination. Intermediate nodes on a lightpath simply allow the packet to pass through optically, but do not have access to the packets   themselves. Thus, a single lightpath from node a to z passing through intermediate node y is different from two lightpaths, one from a to y and one from y to z, even if these two lightpaths use the same wavelength [2]. The collection of lightpaths is a called the virtual topology. 

Recently, several aspects of virtual topology design have been considered for one to many communication in switch-based networks. For example, Madhyastha and Balakrishnan proposed algorithm for virtual wavelength path routing minimizing average number of hops [11]. But, their heuristic approach certainly took more number of iterations to get the final solution. Lang and Shen examined the problem of minimizing the total cost of a multicast tree in which a cost is associated with each wavelength on each link and with converting from one wavelength to another [12].

Finally, randomised routing and wavelength requirements in wavelength routed WDM debruijn network [5] by Mohan, Venkatesan, and Siva Ram Murthy and permutations routing in wavelength routed shuffle network [4] by Mohan, Siva Ram Murthy, and Vijay Shanker have been extensively studied. In this paper, we consider a class of optical WDM networks with regular topologies such as shuffle–exchange and deBrujin. We have focused our attention here to reduce the wavelengths and the number of hops and hence the cost by using our simple heuristic algorithm. The cost functions [10] are determined for wide-sense nonblocking multicast [8] communication of these networks. The rest of the paper is organized as follows. Sections 2 – 4 describe Shuffle –exchange networks, and debruijn networks, assumptions made in our analysis, steps of heuristic algorithm, calculation of cost functions respectively. Finally, section 5 summarizes the results obtained in this paper and points out some future work.
2. Shuffle –Exchange And Debruijn Networks

2.1 Shuffle –Exchange Network 

A Shuffle-exchange network consists of n = 2k nodes, numbered 0,1,…, n-1, and two kinds of connections, called Shuffle and exchange. Exchange connections link pairs of nodes whose numbers differ in their least significant bit. The perfect shuffle connection links node i with node 2i modulo (n-1), with the exception that node n-1 is connected to itself. Fig.1. shows a sixteen-node shuffle-exchange network. Shuffle connections are indicated by the solid arrows and the exchange links are represented by the dashed arrows.

Let ak-1 ak-2…a1 a0 expressed in binary, be the address of a node in a perfect shuffle network. A datum at this address will be at address ak-2 …a1a0 ak-1 following a shuffle operation. In other words, the change in the address of a piece of data after a shuffle operation corresponds to a left cyclic rotation of the address by 1 bit. If n=2k, then k shuffling operations move a datum back to its original location. The nodes through which a data item beginning at address i travel in response to a sequence of shuffles are called the necklaces of i. No necklace is longer than k and a necklace shorter than k is called a short necklace. The shortest necklace is the one with k = 1. For example, in the network shown in the figure. 1, the shuffle connections between the nodes 5 and 10 is the shortest necklace.

Every node in a shuffle –exchange network has two outgoing and two incoming links. The length of the longest link increases as a function of network size. The shuffle connections are always unidirectional whereas exchange connections are always bidirectional.
2.2 DeBruijn Network

A deBruijn network consists of n = 2k nodes .Let ak-1 ak-2 …a1a0 be the address of a node in the Debruijn Network. The two nodes reachable via directed edges from that node are, 

ak-2  ak-3 …a1a00

ak-1  ak-2 …a1a0 1

Fig.2. shows a sixteen node deBruijn network.   

3. Assumptions 

The following assumptions are made in our analysis. These assumptions are applicable for both networks that we considered in our analysis.
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1.        No wavelength converters nor light splitters are used in the networks. Also no O-E-O conversion is possible, as the routing nodes do not have any processing capabilities.

2.       The communication is multicast session. [6]. A multicast assignment is a mapping from a set of network nodes (the source nodes) to a maximum set of network nodes (the destination nodes) with no overlapping allowed among the destination nodes of different source nodes.

3. The multicast WDM networking we considered here is wide sense nonblocking. (A network is said to be nonblocking for multicast assignments if for any legitimate multicast connection request from a source node to a set of destination nodes, it is always possible to provide a connection path through the network to satisfy the connection request without any disturbance to the existing connections [6].

In such networks once a route is dedicated for a request, it cannot be rerouted in the future to accommodate later request. This is known as wide-sense nonblocking [8]). 

4.       In a WDM netwIork, the connections on the same link in different directions may use the same wavelength and the connections in the same direction use different wavelengths.

5.       We always consider dedicated routes between any source destination node pairs. However, at any network state, if an existing connection is released, the wavelength it used can be reused by a new connection.

3.1 Routing Algorithm
 The routing algorithm described below is applicable for Shuffle – Exchange network. The same algorithm is applied for deBruijn network if we consider only shuffle path.

Step 1: From any intermediate source node (other than end nodes and adjacent nodes to end nodes (ie. 1, and n-2) in the case of shuffle-exchange network and, other than end nodes and middle nodes (ie. n/2-1, and n/2) in the case of deBruijn network) two next immediate destination nodes are found out, one through shuffle path and another through exchange path. Let these nodes be called x &y respectively. The node x is put in the list namely left side tree and the node y is put in the list namely right side tree.

Step 2: From the node x, again two next immediate destination nodes, x1 (through shuffle path) and x2    (through exchange path) are found out and these nodes are added to the list of left side tree. Sometimes node x will have only one destination node if it falls in the case of shortest necklace as explained in section 2.
Step 3: Similarly, from node y, we can only find next immediate node y1 (through shuffle path) and not y2, as the exchange path goes back to source node itself. (It is obvious that an exchange path always leads to single destination node whereas a shuffle path leads to two destination nodes). This node y1 is added to the list of right side tree. However, during the next step, it may lead to two paths (shuffle & exchange) as the node y1 is obtained through shuffle operation.

Step 4: Steps 2 and 3 are repeated and the subsequent destination nodes are added in the respective lists until    

a) Any exchange or shuffle path in any tree ends with end nodes. 

or

b) 
If a new node found during any step in any list has already been appeared in the other list. In such a case, remove the node from that point and store it in a separate array which may be used in step 5, if necessary. Two arrays must be reserved for this purpose, one for each list.  

Step 5: While in this process, if any list terminates without any path and if the number of destination nodes in that list is ( n/2-1 and the other list grows continuously, restore the nodes  which are removed  in step 4 b, one by one, at the same position  to the list terminated with < N/2 – 1 node, by eliminating them from the other list. This can be done by inserting those nodes from the top of the arrays in the order they were stored.

Step 6: Step 5 is repeated for every node which is   removed  in step 4b  until one list ends with n/2 destination nodes and the other list ends with n/2-1 destination nodes.

4. Calculation Of Cost Functions
In our objective, the number of lightpaths required for intermediate nodes are reduced to half (one lightpath is used for each source – destination pair) as compared to the lightpaths required for end nodes and the adjacent nodes to end nodes in the case of shuffle – exchange network and the end nodes and middle nodes in the case of debruijn network, when they acted as sources.

We model a network by a directed graph     G = (V, E) .We assume that the graph is symmetric so that if (u, v)( E then (v, u) ( E. We henceforth use the terms “vertex” and “node” interchangeably and the terms “directed edge” and “physical link” interchangeably.

Let s ( V be the source vertex and D ( V - s be a set of destination vertices. The pair(s, D) is henceforth called a communication group. Let W be the number of wavelengths on each physical link which may be used to build the virtual topology for communication group (s, D). A W - wavelength virtual topology for the group (S, D) is a pair           T = (P,f) where P is a set of directed paths in G called lightpaths and f: P({1…w} is an assignment of lightpaths to wavelengths such that:

· Any two lightpaths in P which share a directed edge are assigned distinct wavelengths, that is, if p, p1 ( P and 
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 e( E such that e(p(p1 then f (p) (f (p1).

· For each d ( D there exists a set of lightpaths {p​ 1 …. pk} ( P such that p1 originates at s, pk terminates at d, and for 1 ( i (k - l, the end vertex of pi is the starting vertex of pi+1.

Henceforth, we use the term virtual path to indicate a path from the source to a destination vertex comprising one or more lightpaths.

For a fixed communication group (s, D) the hop distance from s to d in virtual topology T, denoted hT (d), is defined to be the minimum number of lightpaths over all virtual paths from s to d.

The minimum wavelengths required for a wide-sense nonblocking WDM shuffle-exchange network or debruijn network is N –1.The proof is left to the readers [6]. A multicast connection is realized by constructing a multicast tree which distributes the message from the source node to all destination nodes such that the wavelengths used on each link and the receivers and transmitters used at each node are not used by existing circuits [8]. If we consider every node in the network as source and all the remaining nodes as destinations in turn, then this case can be represented as complete graph and the total connections exist in the network (complete graph) is N (N – 1). Hence we need as many transmitters and receivers to achieve the desired result. This is because each connection requires one wavelength to establish a lightpath on all of the links on the path. This is rather expensive. Let as consider a numerical example to clarify this. The number of wavelengths required by our algorithm is given by W = N (N/2+2) – 6. For an example of 100 nodes, the calculation shows that the number of wavelengths required in our case is 5194 whereas for former case the required number is 9900. This also results in reduction of sizes of optical switches, which is also a prime factor for cost effective implementation [3].We show in the later part of the section that our algorithm is better than BFS algorithm in terms of cost function.   

 Given such a directed graph G = (V, E) and a vertex v in V (G), for the netwoks considered, we wish to visit all vertices in G that are reachable from v (ie all vertices that are connected to v). For this either BFS or DFS algorithms are used. Here we have taken BFS algorithm[9] for our comparison. If BFS algorithm is applied for routing in shuffle – exchange network, the number of connections and hence the wavelengths are reduced to N/2 for some of the intermediate nodes whereas for remaining intermediate nodes the wavelengths required are grater than N/2.The number of such remaining intermediate nodes will increase as k (k ( 3) increases for N = 2k.


When our heuristic algorithm is applied for the same network (ie shuffle –exchange), the number of wavelengths is reduced to N/2 for all the intermediate nodes except the end nodes and the adjacent nodes to the end nodes. This is also true for any value of k ( 3 for N = 2k. However, for end nodes (ie 0 and N -1), N –1 wavelength are required and for adjacent nodes (ie 1 and N – 2) N – 2 wavelengths are required in our algorithm as well as in BFS algorithm.


In the case of debruijn network also, our algorithm requires N/2 wavelengths for all intermediate nodes except the end nodes and the middle nodes (ie N/2 – 1, N/2). And for end nodes it requires N – 1 wavelengths and for middle nodes it requires N – 2 wavelengths. The BFS algorithm produces no better results even in this network. The comparison of both algorithms for these networks is shown after determining the cost function for each multicast source – destination pairs.


The cost function used for a pair of route and wavelength, takes into account factors such as the usage status of the wavelength in the network, the hop length of the route, and the congestion (or equivalently, the number of free wavelengths) on the route. Let Rj be routes from the source si to the destinations where 0<j
[image: image2.png]


n-1, and 0
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n-1.


Let W be the total number of wavelengths used by the source sj is currently available. Let L (Rj​) and F (Rj) denote the hop length and number of free wavelengths on Rj respectively. 


Then, the total cost of a multicast for a particular source si is given by,


C ( si , D) =  


Where constants (1 and (2 can be chosen to achieve any desired cost function. For example, choosing a large value of (1 (say (1 = 1) will prefer the most used wavelength first.


We have calculated the cost function for entire source nodes of 16 nodes shuffle exchange and deBruijn networks for multicast using equation 1 for the wavelengths derived by using our heuristic algorithm. We have also determined the cost functions of the same using BFS Algorithm.
The results are given in Table 1:

	Source


	Cost Function

	
	Shuffle Exchange Network
	De Brujin Network

	
	Heuristic
	BFS
	Heuristic
	BFS

	S0
	89.75
	89.75
	82
	82

	S1
	77
	77
	35
	35

	S2
	39
	39
	38
	40.75

	S3
	38.5
	38.5
	39
	59.5

	S4
	41
	51.25
	39.5
	52.5

	S5
	41.5
	46.25
	37
	37

	S6
	41
	59.5
	36
	36

	S7
	42.5
	46.75
	72
	72

	S8
	42.5
	46.75
	72
	72

	S9
	42.5
	59.5
	37.5
	37.5

	S10
	41.5
	41.5
	37
	37

	S11
	41.5
	62.5
	40.5
	57.5

	S12
	38
	38
	39.5
	52.5

	S13
	33
	33
	38
	40.75

	S14
	76
	76
	35.5
	35.5

	S15
	89.75
	89.75
	82.25
	82.25


It is clear from the above table that the cost function for all the source nodes are comparatively less for our heuristic algorithm than for BFS Algorithm. This is due to the fact that our algorithm needed, for all intermediate nodes when they acted as source nodes, only a maximum of n/2 lightpaths and hence n/2 wavelengths are sufficient. 

5 CONCLUSION

In this paper we have studied the performance analysis in terms of cost functions for shuffle –exchange and Debruijn networks using our heuristic algorithm for wide – sense nonblocking multicast communication and it is proved that our algorithm gives least cost as compared to BFS Algorithm. The results are verified for upto 1024 nodes and it is observed that whenever the value of k increases our heuristic algorithm yields much better performance. The interesting future work is to find the cost function for same topologies using wavelength convertors / light splitters and also by applying rerouting methods.  
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Fig 1. Shuffle –Exchange Network With Sixteen Nodes
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