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Abstract: - Computer network attack analysis is part of security experts tasks that searches to improve the knowledge in order to find a better way of defending networks and also gathering evidences capable to solve digital crimes. Honeypots usage is one possible way to achieve this objective. New technologies enable honeypots to be accessed through traffic redirection where suspected actions are quietly forwarded from production to honeypots environment, protecting the production servers. However, actual developed solutions has some limitations that do not consider requirements that enable this technology be widely used beyond academic and scientific environment. This paper proposes a community of collaborative agents system to take decisions based in detected attacks by an intrusion detection system which protects the target computer in the production network redirecting the suspected traffic to a similar computer in a honeynet. To evaluate the system, an environment was created and various attacks were simulated on it.
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1 Introduction

Connecting private networks to Internet exposes  it to a lot of threats that can be reduced applying security mechanisms like firewalls, antivirus and intrusion detection systems (IDS). However, they can protect the network only if they have consistent information to do it and need to be updated for new types of threats and attacks.

In this context, to facilitate and extend the knowledge about computer network attacks, new tools and architectures were developed based on honeypots technology, “an information system resource whose value lies in unauthorized or illicit use of that resource” [1]. Among this type of tools, one of the most recent technology is called Bait and Switch [2] (or dynamic re-routing)  which the objective is to redirect attacks against production server to a honeypot environment. Then, it can not be accessed directly without specific rules. They only can be reached if some decision is taken to do it.

For this it is necessary to employ an IDS to detect attacks and take decisions about this traffic. Developed solutions researched during this work like Bait&Switch [3] and Hogwash [4] has characteristics that limitates its use in a real environment, and one of the factors observed in these systems is that it is possible to use only one production server. Besides, the server and the honeypot should have configured the same MAC and IP address, so that the system itself manages the traffic for them. Another limitation is that it is not possible to install them in way to support a Honeynet [5], given that is a more complex and valuable architecture. 

A solution for such limitations is the creation of a system capable to make the redirection of the traffic initially destined from a production environment to a Honeynet, being desirable that the system monitors and dynamically configures itself according to the changes that happens in the environment (inclusion/exclusion of a server/honeypot and initialization/interruption of a service or the server/honeypot itself) so that in case of attacks the redirection is always from a attacked server to its similar honeypot.  

Given those requirements, with the relative complexity and necessary distribution for the creation of a system like this, the development can become a problem if used conventional methodologies. As alternative, it was adopted software agents methodology. 
2 Implemented model 

The architecture of the proposed system has as central components a firewall and an IDS. For the execution of the tests, it was used two web servers and one honeypot. Remembering that the proposed architecture has no limitations about the amount of web servers and honeypots. Figure 1 illustrates the physical disposition of the architecture.  
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Fig.1. Physical architecture of the system

Using Figure 1 as reference, is observed that the connection of the internal network with the Internet is done through a firewall, which has two network interfaces, one (eth0) directly connected to the Internet, while the other interface (eth1) is connected to the internal network through eth2 interface at IDS. The internal network, represented in the Figure 1 by the bridge eth0 and eth1 segments, contains two production web servers and one honeypot. The web servers  and the honeypots are separate physically by the bridge that contains a filter of Ethernet frames. 

Access to the production servers incoming from the Internet is made through valid IP addresses configured at virtual interfaces (eth0:0 and eth0:1) of the firewall, each properly configured to redirect the traffic for a determined production web server  through masquerading techniques performed by firewall rules. 

In this architecture there are software agents installed in all devices of the system (firewall, IDS, web servers and honeypots). The main task is to make possible the dynamic redirection of the attacks analyzing the IDS generated alerts. Figure 2 represents this task decomposed in sub-systems, each one being executed by an agent platform that manages its agents that are in execution in the proposed architecture. 
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Fig.2. Communication between agents

The purpose of an agent that is installed at web server or honeypot is to collect information at regular intervals about the operating system and its services  and sending to a agent located in the IDS. 

The function of the agents at IDS is to monitor the attack attempts, manage the environment and take decisions about the incoming traffic. Agent responsible for the management of the environment is also responsible for maintaining updated the database about the web servers and honeypots. The malicious traffic monitoring is made by the IDS helped by another agent, that verifies the generated alert file. When some event is registered in this file, agent informs the agent responsible to take decisions. After, agents begins to collect information about attacks, searching in database for events registered by IDS. Agents seeks information based on the arrival time of the message in the alert file. The results of the agents search returns the origin and destination of an attack, based in IP address. These results are sent to another agent at firewall, which analyzes information and request traffic redirection or its rejection. To make traffic redirection the agent must obtain information about the attacked machine. This task is done consulting the database searching information about web servers using the IP address as main parameter. Once it has those information, then occurs a new search for a honeypot with the same characteristics of the attacked web server. If a similar honeypot is found, then it is requested for the agent located agent at the firewall to redirect, otherwise  reject all the attacker’s incoming traffic. 

Design and implementation of the agents community was made with  Java [8] and Jade agent’s platform [9]. The communication among agents followed the FIPA[10] communication pattern. 
3 Results

A sequence of incoming attacks from a computer outside the network perimeter was simulated in the architecture, observing the behavior of the system during the detection period, redirection and analysis of the attacks registered in the web servers and honeypot. 

Once executed and detected the first attack, IDS registered the occurrence of an attack in the alert file. Once the alteration was detected by the agent, a sequence of actions were taken involving other agents, as described previously in the item 2, creating a dynamic response redirecting the attacker's traffic. Figure 3 illustrates the attacker traffic redirection. 
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Fig.3. Traffic redirection

Based on the information obtained from the attacked web server and the honeypot, the agent at the IDS sent the following Agents Communication Language (ACL) information to the agent at the firewall: 

(INFORM : sender (agent-identifier: name avaliaEventos@ids:1099/JADE   : addresses (sequence http://ids:7778/acc))  : receiver (set (agent-identifier: name aplicaRegras@firewall:1099/JADE   : addresses (sequence http://192.168.10.1:7778/acc)))  : content "redirect (ipsrc: 192.168.67.78, ipdst:192.168.10.17, iptodst:192.168.10.23) "  : language PlainText    : ontology Pandera) 

Once received the message, agent processed the content of the message and executed an action responsible to the traffic redirection. This action was made by the agent executing a shell command resulting this rule in the firewall: 

Chain PREROUTING: Target:DNAT  prot: all source: 192.168.67.78 destination: 192.168.10.17 to:192.168.10.23 

After the detection of the first attack, new attacks occurred with the objective of demonstrating that all the following incoming traffic generated from the IP address of the attacker was redirected to the honeypot, thus allowing the information gathering about the following attack sequence. Analyzing this tests result it was possible to realize more four attacks, until the moment that it got success in the last attempt, thus generating a Deny of Service at the honeypot web server, which stopped the web server service. 

In these test, as desired, none of the attacks made by the attacker arrived at  web server  initially chosen as observerd in web server log file which contained only information about the first attack, which was detected by IDS, and thus redirected:

192.168.10.17 - - [05/Jul/2004:00:30:27 -0300] "GET / bad.cgi?doh =.. /.. /.. /.. / bin/ps%20-aux HTTP/1.1" 404 1044 "- " "-  

The designated honeypot to the attacker registered new HTTP requests based on the traffic redirection. Below is show the content of the log file where it is observed the subsequent attacks after the detection of the first attack: 

192.168.10.23 - - [05/Jul/2004:00:30:35 -0300] "GET teste.php = <! %20--#include%20virtual "http://host2/fake-article.html"--> " 400 977 "- " "- " 

192.168. 10.23 - - [05/Jul/2004:00:30:36 -0300] "GET cgi-bin/bad.cgi?doh=gcc%20Phantasmp.c;. / a.out%20-p%2031337; " 400 977 "- " "- " 

192.168. 10.23 - - [05/Jul/2004:00:30:39 -0300] "http://host/cgi-bin/bad.cgi?doh=Xeyes%20-display%20192.168.22.1; " 501 985 "- " "- " 

Except for the last attack, that it could not be registered in the log file, because the attack disabled the web server service, the honeypot gathered a lot of valuable information about attacks. It tooks approximately about two seconds to accomplish the traffic redirection process.

4 Conclusion 

After the implementation and configuration of the proposed model, and the development of the software agents system was possible to demonstrate that  malicious traffic redirection from a production network to a honeypot environment was efficient in the point of view that it leaves any possibility of new attacks based on the IP address of an attacker to be redirected to the critical environment submitting his traffic to a research environment with the same characteristics of the attacked operating system, which it can keep his attacks with small chances of noticing the redirection. 

With tests in this work, it was observed that the proposed model contemplated the demands its proposal. Besides, the infrastructure and implemented environment through the combination of security technologies (firewall, IDS and honeypots) aided by agents software was possible to obtain a more integrated and scalable environment.

Inside this context, it was achieved a  situation that several devices working with the purpose of providing active and dynamic security, because a collaborative work exists among the parts involved. Scalable because it is not limited by the current resources, thus allowing devices to be increased and added, for instance, new production servers, honeypots, IDS, systems for network survival and load balancing [11], all devices with agents in their configurations. 

It is important to note although all of the tools used for the development of the environment and its configuration are free. This generates a perspective of good service quality with the use of limited financial resources. 

Inside of the context of this work, they were still appraised some tools that integrate devices of security as the firewall and IDS with the objective of modify new connections of the attackers. The main differential of the solution presented in this work is that no other tool uses a structure of dynamic redirection of malicious traffic for honeypots based in the characteristics of the attacked server and using software agents. 

The developed tool can be improved  with the integration of several other functionalities. Several points exists open that needs of a study more deepened and a better optimization, characterizing the future works the they be implemented in the following themes: 

· Tool of intrusion detection in the production web servers. Agents would help detection of attacks in their own systems, when these can be not detected by network IDS.

· Dynamism in the characterization of the honeypots [12] aided by agents, so that they are capable of execute services in agreement with the characteristics of the production web servers. 

· Improvement in the performance and safety in the exchanged information between agents[13].

· Integration with the system of dynamic load balance [11] also developed based on software agents using the platform JADE.

This work, associated with the future works can become a tool of effective use in organizations and teaching institutions and researches where exists the need of traffic redirection and its subsequent analysis.
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