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Abstract: - In the environment such as outer space where we cannot maintain the artifacts, it is the robustness that is important for artifacts. Thus the system which has the information processing circuit realizing self-maintenance function is desirable. So far some approach is tried to realize self-maintenance function using the qualitative reasoning technique. In this study, we try to apply distributed information processing technique to this qualitative reasoning information processor, by arranging many operating homogeneous units onto an application specific integrated circuit(ASIC). Now we are investigating the way mounting the self-maintenance logic on large scale artifact.
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1   Introduction
Maintaining artifacts in severe environment is a serious problem, such as artificial satellite in outer space. Thus robustness of artifact will be the most important factor. However, since it is impossible to create a perfect artifact which has no trouble,  tolerance against trouble become a major concept for this problem. Thus the system which has the information processing circuit realizing self-maintenance function is greatly desired.  Self-maintenance function is a function that enables an artifact to find and diagnosise a trouble of itself, and to repair itself all automatically in case of the artifact has a trouble. So far some approach has been tried to realize self-maintainance function using the qualitive resoning technique. In that traditional way, CPU was used for information processing. However as artifact’s scale become big and complicated, the amount of data processing for self-maintenance become too big for  ordinary way of processing. In order to reduce the amount of data for processing, the way to divide artifacts into module has been suggested, but still it is not reduced enough for large scale of artifacts with self-maitainace function.  For those artifacts, distributed and pararrel processing seems to be valid for this problem solution.

In this study, we try to apply distributed information processing technique to this qualitive reasoning information processor, by arranging many operating units with relatively homogeneity sensors onto an a CMOS application specific integrated circuit (ASIC)  and create a sensor network with self-maintenace function. The self-maintenance system we designed in this research, gathers information from each homogeneous unit that is wired, and then detects the trouble of a sensor, wire it again automatically to maintain the system.
2   Materials and Method

2.1  Shape and Motion Detector

Fig.1 shows the concept of shape and motion detection sensor network system composed of many optical sensors. The sensor detects the object’s shape and the movement from its shade. Since one sensor’s trouble greatly affects the entire system, we first chose this system for material of a research on self-maintenance system. 

2.2  Environment for Development

First, we wrote a program in Hardware Description Language (Verilog HDL) and simulated in software (Quartus II). Next, we loaded the program into FPGA (Field Programmable Gate Array) and tested by wiring optical sensors to FPGA. Here, we used photo-diodes for optical sensors.

2.3  Algorithm

If the optical sensor is very small comparing with the object to detect, the output from adjacent sensors will be the same in high possibility. Therefore, reliability of the optical sensor can be determined by comparing the value of output from adjacent sensors. Following describes the algorithm of this sensor network in detail. (See Fig.2)

· Full mark of reliability of the sensor is 16(4bit). Default value of each sensor is 8.

· The value of reliability is determined by comparing an output from the sensor with the value of next sensors in 4 directions in each clock.

· If the value of output is different from the next one, 1 point is reduced from each sensor’s reliability value. If the value is same, 1 point is added to each sensor’s reliability value.

· When the sensor’s reliability value gets to 0, it will be determined as broken one, and it will be wired off from the sensor network.
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Fig.1 Motion detector
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Fig.2 Algorithm of determining reliability

3   Results

3.1  Experiment in FPGA

Following subsection describes the result of the experiment held by using photo transistors wired to FPGA. In Fig.4, white rectangle describes sensor working normally, gray one describes broken sensor. The binary number in each rectangle is the value of reliability of each sensor. Several cases are picked up from the result and shown in below.

Case1: When a broken sensor is surrounded by normal sensor, broken one was recognized correctly by the system and it was wired off from the sensor network. (Fig.4-1)

Case2: When a normal sensor was surrounded by broken ones, the reliability value of the normal sensor was reduced and finally it was determined as broken. (Fig.3-2)

Case3: When several sensors were broken at the same time, they were still recognized as normal, since the value of output was same compared with the next ones. (Fig.3-3)


Fig.3-0 Default Value

Fig.3-1 One sensor is broken


Fig.3-2 Several sensors are broken (1)


Fig.3-3 Several sensors are broken (2)

3.2  ASIC Implementation

From the result of experiment in previous subsection, it was confirmed that the algorithm is working as self-maintenance function in most cases. Next we designed CMOS ASIC (ROHM 0.35m CMOS 4.9x4.9mm) that has 49 modules inside with the same function (Fig.5). The center area of the figure is called as core and there are about 10 thousand gates of microelectronics devices in it. We used Design Compiler for logic composition, Apollo for wire layout, and Milkyway to output the layout data. Also we used Dracula to check if the design is against the design rule of the ASIC, and last we used  Layout Editor for correcting the errors.
We held a verification of the chip ASIC. We confirmed the sensor network system based on this chip worked correctly with 100MHz clock speed. Since 49 sensor modules are wired to this system, it can be said that, in order to create a same system using CPU instead of ASIC, more than 4.9GHz clock speed is required for CPU. Also, another advantage of this chip is it’s flexibility and scalability. These advantages enable to create a limitless size of sensor network that works in high speed, by connecting many ASIC chips together. Table.1 shows the spec of this ASIC.

Fig.4 Layout of ASIC

	Clock speed
	100MHz

	Vendor
	ROHM 0.35m

	Size
	4.9 x 4.9mm

	Voltage
	3.3v

	Wattage
	1.65w


Table.1 Spec of the ASIC

3.2   Further Improvement of the Algorithm

From the result of experiment (subsection 3.1), we noticed that the system still has a few points to be improved. First, to solve the misdiagnosis problem that the sensor working normally was determined as broken when it was surround by broken ones, we improved the algorithm as following.

· Doubled numbers of sensors to compare 4 to 8. The value of reliability is determined by comparing an output from the sensor with the value of next sensors in 8 directions in each clock.
· Enlarged the word length of reliability of the sensor 16 (4bit) to 65536 (16 bit). This enables to reduce errors that occur in exceptional events.
Also we considered the function, wiring off the broken sensor is not enough for self-maintenance. Therefore we added self-rewiring function to the system.

· When a sensor was considered as broken, the layout of the wire is changed automatically like Fig.5. That is to say, two more next sensors will be the sensor to be compared for determining the reliability instead of next broken one. However, it is not appropriate for this system to compare the value of sensors when there is long distance between each other. Therefore we designed a system not to compare the value with three or more next one. This function holds damage to a minimum.


Fig.5 Re-wire function

We wrote a program in Verilog HDL and loaded into FPGA which has function shown in above. As the experiment we did in section 3.1, we held an experiment again and Fig.6 describes the result. The result was different from previous experiment in these points as following.

Case1: When normal sensor was surround by broken sensors in four directions, normal one was still considered as the normal one in the new system. (Fig.6-1)

Case2: When several sensors were broken, result depends on where the broken sensors are. It can be said that new system has more robustness. (Fig.6-2, Fig.6-3)


Fig.6-1 Case 1


Fig.6-2 Case 2


Fig.6-3 Case 3

4  Conclusions

In this study, we applied a distributed information processing technique to this qualitative reasoning information processor, by arranging many operating optical sensors onto the hardware (ASIC and FPGA) and performed experiments. Considering results of the experiments, self-maintenace function followed by the distributed information processing technique worked successfuly when the frequency of sensors failure is low. However, when the sensors get in trouble in a high rate, mis-recognition occurs in high possibility. 

Distributed information processing technique enabled high-speed information processing that is required for a sensor network. This is more efficient than a traditional way using CPU. Therefore, the self-maintenance system we designed in this study is valid for operating homogeneous units, in case the frequency of units failure is not so high.
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