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Abstract: - The paper deals with the control and estimation problems for impulsive control system under un-
certainty described by differential systems with measures. Uncertainty conditions are of a set–membership
type, i.e. uncertain parameters and functional disturbances are taken to be unknown but bounded with
given bounds (e.g., the model may contain unpredictable errors without their statistical description). Mod-
els of this kind arise in many applications ranging from space navigation to investment problems as well
as ecological management. In this paper we consider solution concepts for such measure driven uncertain
dynamical systems. The approaches are based on the techniques of approximation of the discontinuous
generalized trajectory tubes by the solutions of usual differential systems without measure terms and pro-
vide convenient frameworks to derive optimality conditions in the form of either a Maximum Principle or
Hamilton-Jacobi-Bellman equations. Another class of problems related to the addressed systems concerns
the state estimation. The redesign of the approach for impulsive control systems in the framework of the
new solution concept is presented through the characterization of the reachable set as a level set of the
value function regarded as a solution of Hamilton-Jacobi-Bellman equations.
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1 Introduction

In this paper the impulsive control problem for a
dynamic systems with unknown but bounded ini-
tial states is studied. Such problems arise from
mathematical models of dynamical and physical
systems for which we have an incomplete descrip-
tion of time dependence of their generalized coor-
dinates [1, 3, 4, 5, 6, 7, 8, 9].

We discuss the approaches to solution con-
cepts for such uncertain dynamical systems based
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on ideas of well known discontinuous time substi-
tution [10] and the techniques of differential in-
clusions theory [11, 12, 13, 3].

There is a long list of publications devoted to
impulsive control optimisation problems, among
them we mention here only the results related to
the present investigation [14, 15, 7, 16, 17, 18, 19].
The question arises how the results of classical
control theory established for uncertain dynami-
cal systems driven by ordinary control functions
can be extended to the case of impulsive systems
containing measure (impulses). Our study com-
bines both approaches mentioned above and
presents results related to optimal control and
state estimation for differential uncertain systems
of impulsive structure.

In this paper we consider a dynamic control
system described by a differential equation with



a usual control function u(·) and a measure (or
impulsive control component) v(·):

dx(t) = f(t, x(t), u(t))dt + (1)

+ B(t, x(t), u(t))dv(t), x ∈ Rn, t0 ≤ t ≤ T,

with unknown but bounded initial condition

x(t0 − 0) = x0, x0 ∈ X0. (2)

Here u(t) is a usual (measurable) control with
constraint

u(t) ∈ U, U ⊂ Rm, (3)

and v(t) is an impulsive control function which is
continuous from the right, with constrained vari-
ation

Vart∈[t0,T ] v(t) ≤ µ, (4)

where µ is a given positive number.
So we consider here the case when the system

control variable consists of two parts w = {u, v}
with the first component u being of the ordinary
type and the second one v being the measure
(or the impulsive control). We assume also that
f(t, x, u) and n× k-matrix B(t, x, u) are continu-
ous in their variables.

One of the principal points of interest of the
theory of control under uncertainty conditions [1,
5, 6] is to study the set of all solutions

x[t] = x(t, t0, x0, u, v)

to (1) - (11). The guaranteed estimation problem
consists in describing the set

X[·] = X(· , t0, X
0) =

⋃

{u(·), v(·)}
{ x[·] | x[t] =

x(t, t0, x0, u, v), x0 ∈ X0 } (5)

of solutions to the system (1) - (11) under con-
straints (3) - (15) and the t – cross-section (t –
cut) X[t] of the X[·]. The t – cut X[t] is actually
the attainability set (the reachable set) of the sys-
tem at instant t from the initial set-valued ”state”
X0. The set X[t] may be treated also as the unim-
provable set-valued estimate of the unknown state
x(t) of the system (1) - (11) under restrictions (3)
- (15).

The mathematical background for investiga-
tions of set-valued estimates X[t] ranging from

theoretical schemes to numerical techniques may
be found in [1, 5, 6, 20].

Thus, in this paper we actually apply the set-
membership (bounding) approach combining with
the techniques of approximation of the discontin-
uous generalized trajectory tubes by the solutions
of usual differential systems (ordinary differential
inclusions) without measure terms. These ideas
provide convenient frameworks to derive optimal-
ity conditions in the form of either a Maximum
Principle or Hamilton-Jacobi-Bellman equations.
Another class of problems related to the addressed
systems concerns the state estimation. The re-
design of the approach for impulsive control sys-
tems in the framework of a convenient solution
concept is presented through the characterization
of the reachable set as a level set of the value func-
tion regarded as a solution of Hamilton-Jacobi-
Bellman equations.

2 Optimal Control Problem

2.1 Problem Formulation

We study the following measure differential inclu-
sion problem

(P ) Minimize h(x(1))

dx(t) ∈ F (t, x(t))dt + (6)

+ G(t, x(t))µ(dt) ∀t ∈ [0, 1],

x(0) = x0, µ ∈ K
where

h : IRn 7→ IR, F : [0, 1]× IRn ↪→ P(IRn),

G : [0, 1]× IRn ↪→ P(IRn×q), (7)

K := C∗([0, 1];K)

and K is a positive pointed convex cone in IRq.
We consider mild assumptions on the data,

i.e., we study the problem (P ) under Lipschitz
continuity dependence on the state variable and
we do not assume the commutativity of the sin-
gular vector fields.

Therefore, the first question that arises in
Problem (P ) is how to define the solution x(·) to
(6) or to its differential inclusion interpretation:

x(t) = x(0) +
∫ t

0
f(τ, x(τ))dτ+



+
∫

[0,t]
G(τ, x(·))µ(dτ) ∀t ∈ [0, 1],

where f and G are suitable selections of F and
G.

The main problem in this context is to de-
fine correctly the interaction between the evolv-
ing trajectory and the impulsive integrating mea-
sure. The approach presented here enables a def-
inition of a solution concept which ensures the
well posedness of the dynamic optimization con-
trol problem. The technique to derive optimal-
ity conditions is based on the reparameterization
procedure that reduces the original problem to an
auxiliary conventional one. Then, we apply exist-
ing conditions to this new problem and express
them in terms of the data of the original prob-
lem.

2.2 The Concept of a Solution

Following [8], we introduce the solution concept
Definition 1. We will call x(·) ∈ BV +([0, 1]; IRn)
as a proper solution to the measure differential
inclusion (6) iff there exist L-integrable f and |µ|-
integrable g, with f(t) ∈ F (t, x(t)) L − a.e. and
g(t) ∈ G̃(t, x(t−);µ({t})) |µ|-a.e., s.t. for all t ∈
(0, 1]

x(t) = x(0) +
∫ t

0
f(τ)dτ +

∫

[0,t]
g(τ)|µ|(dτ),

where G̃ : [0, 1]× IRn ×K ↪→ IRn is given by

G̃(t, z; α) :=





{
G(t, z) dµ

d|µ|

}
, if |α| = 0

{
ξ(η(t))−ξ(η(t−))

|α| : ξ̇(s) ∈ G(t, ξ(s))γ̇(s)
η̄-a.e., ξ(η(t−)) = z and γ(η(t))−
γ(η(t−)) = α

}
, if |α| > 0.

(8)
Here, |µ| is the total variation measure as-

sociated with µ, η(·) is a time reparameterization
and (γ(·), θ(·)) is a h-graph completion. We re-
mind that the graph completion of a measure
µ ∈ C+(0, 1) is a pair (θ, γ) : [0, 1] 7→ (IR+)q+1

defined by

γ(s) :=





M(θ(s)), if |µ|({θ(s)}) = 0

M(t−) +
∫ s
η(t−) v(σ)dσ, otherwise

,

and θ : [0, 1] 7→ [0, 1] is s.t. θ(s) = t for all s ∈ η̄(t)
where

v(·) ∈ V t := {v : η̄(t) → K|
q∑

i=1

vi(s) = 1,

∫

η̄(t)
v(s)ds = µ({t})},

Mi(0) := 0 and Mi(t) :=
∫

[0,t]
µi(ds)

for all t > [0, 1], i = 1, ..., q,

η(t) := t +
q∑

i=1

Mi(t) and

η̄(t) :=

{
{η(t)} if |µ|({t}) = 0
[η(t−), η(t)] if |µ|({t}) > 0.

The reparameterized system is

ẏ(s) ∈ F (θ(s), y(s))θ̇(s) + G(θ(s), y(s))γ̇(s),

being γ̇(s) the variation rate of the control mea-
sure in the reparameterized time.

For a given µ and a pair of measurable selec-
tions (f, G) of (F,G), we have a set of trajectories:

Fµ,f,G :=
{
y(·) : ẏ(s) = f(θ(s), y(s))θ̇(s)+

+G(θ(s), y(s))γ̇(s), γ̇(s) ∈ K, (9)

(θ̇(s), γ̇(s)) ∈ Ω, [0, 1] a.e.
}

,

where Ω := {w ∈ IR+×K :
∑q

i=0 wi = 1}, γ(0) =
0 and γ(η(t)) = µ([0, t]), ∀t ∈ [0, 1].
Definition 2. The pair (θ, γ) is a h-graph com-
pletion associated to (µ, f,G) if

(θ, γ) ∈ argmin{h(y(1)) : y(·) ∈ Fµ,f,G}.

Let us introduce a notation
∑

h
:= {(y, θ, γ) : y ∈ Fµ,f,G ,

∀ h-graph completion (θ, γ)}
for the set of all h-standard reparametrized con-
trol processes.

We mention here that under mild hypotheses
a robust solution x(·) to the measure differential
inclusion (6) exists if and only if there exists an
absolutely continuous solution y(·) to the repa-
rameterized differential inclusion such that

x(t) = y(η(t)) ∀t ∈ [0, 1] and ‖x‖TV ≤ ‖y‖TV .



3 Applications to Control Problem

We require the following assumptions on the data:

(H1) h is Lipschitz continuous with constant Kh;

(H2) F is continuous, and for each t is Lipschitz
continuous with respect to (w.r.t.) x with
constant Kf ;

(H3) F is a nonempty, convex and compact-valued
function;

(H4) There are constants K1 and K2, such that,

∀(t, x), ∀v ∈ F (t, x) |v| ≤ K1 + K2|x|;

(H5) G is bounded, convex-valued and Lipschitz
continuous w.r.t. (t, x) with constant KG;

(H6) F and G have closed graphs;

(H7) ∀ r > 0, ∃ k0(r) ∈ IR s.t. ∃ a solution (x, µ)
to (P ) s.t. ‖µ‖ ≤ k0(r), ‖x‖ ≤ r.

Theorem 1. Let (x, µ) solve the Problem (P )
under assumptions (H1)-(H7). Then, there is p ∈
BV ([0, 1]; IRn) s.t.:

(−dp(t), dx(t)) ∈ ∂HF (t, x(t), p(t))dt +
+ ∂HG(t, x(t), p(t))µ(dt)

µ and L a.e.,
−p(1) ∈ L∂h(x(1)),

0 ≥ σK(HG(t, x(t), p(t))),
∀t ∈ [0, 1],

0 ≤ σK(HG(t, x(t), p(t))) µ a.e.;

(−α̇t(s), ξ̇t(s)) ∈ ∂HG(t, ξt(s), αt(s)) · v̄(s)
η̄(t) a.e.,

0 ≤ σK(HG(t, ξt(s), αt(s)))
η̄(t) a.e.,

(x∗(t−), p(t−)) = (ξt(η(t−)), αt(η(t−))),
(x∗(t), p(t)) = (ξt(η(t)), αt(η(t))),

where v̄ satisfies

σK(HG(t, ξt(s), αt(s))) = HG(t, ξt(s), αt(s)) · v̄(s),
∫

η̄(t)
v̄(s)ds = µ({t}), σK(k) := supς∈K{k · ς},

HF (t, x∗(t), p(t)) := σF (t,x(t))(p(t)),

and

HG(t, x∗(t), p(t)) :=

{
{hG(t) · w∗(t)} if µ({t}) = 0
{hs

G(t) : s ∈ η̄(t)} otherwise

with

hG(t) · w∗(t) := Sup
{
pT (t)G(t, x(t)) · w :

w = dµ
dµ̄ ∈ K, G(t, x(t)) ∈ Ḡ(t, x(t))

}

hs
G(t) · v̄∗(s) = Sup {αt(s)G(t, ξt(s)) · v(s) :

v(·) ∈ V t, G(t, ξt(s)) ∈ Ḡ(t, ξt(s))
}

.

Let us now consider the derivation of gener-
alized Hamilton-Jacobi-Bellman equations in the
context of this solution concept, [21, 24]. Let
X(τ, ξ) be the set of feasible trajectories starting
at (τ, ξ). Then,

• R(τ, ξ) := {x(1) ∈ IRn : x ∈ X(τ, ξ)} is the
reachable set at time t = 1 when x(τ) = ξ,

• V (τ, ξ) := min{h(z) : z ∈ R(τ, ξ)} is the
value function.

Theorem 2. Under assumptions (H1)-(H7) the
value function V is locally Lipschitz continuous
on [0, 1]× IRn and
1) for all (t, x) ∈ (0, 1)× IRn

max
(w0, w) ∈ K1,
f ∈ F (t, x),
g ∈ G(t, x)

{DV ((t, x);−(w0, fw0+gw))} = 0,

2) for all (t, x) ∈ [0, 1]× IRn

max
r∈K,g∈G(t,x)

{DVt(x;−gr)} ≤ 0, (10)

3) for all x ∈ IRn

max { max
r∈K,g∈G(1,x)

{DV1(x;−gr)}, V (1, x)−

−h(x)} = 0

(here Df(x; v) is the lower Dini derivative of a
l.s.c. function f w.r.t. x in the direction v and
Vt(x) = V (t, x)).

4 Estimation Problem

The approach presented above may also be used
to solve the state estimation problem for impul-
sive dynamical system. The estimation problem
in the deterministic setting is studied under un-
certainty conditions with set–membership descrip-
tion of uncertain variables considered to be un-
known but bounded with known bounds, [2, 6, 5,



3]. Such problems arise from mathematical mod-
els of dynamical and physical systems for which
we have either an incomplete description or a loose
mode of time dependence of their generalized co-
ordinates. The techniques to describe the trajec-
tory tubes for impulsive differential inclusion are
studied by using dynamic programming results
articulated with the described concept of proper
solution.

One of the main points of interest in control
theory under uncertainty, [6], concerns the study
of the set of all solutions x[t] = x(t, t0, x0) to (6)
with unknown but bounded initial state x0:

x0 ∈ X0, (11)

where X0 is a compact subset of IRn. The “guar-
anteed” estimation problem consists in describing
the set

X[·] = ∪{x[·] = x(·, t0, x0) | x0 ∈ X0}

of solutions (6) and (11), being the t – cross sec-
tion of this set, X[t], the reachable set (informa-
tion set) at time t of the system from X0 at time
t0.

The information set can be treated as a level
set of a generalized solution V (t, x) to the HJB
equation (10), where V (t, x) is a value function
given by

V (t, x) = inf
x[·]
{φ(t0, x[t0]) | x[·] = x(·, t0, x0),

x[·] solves (6) s. t. x[t] = x} , (12)

being φ an appropriately chosen function (e.g.,
φ(t0, x) = d2(x,X0) with X0 as in (11) where
d(x,M) is the distance function from x to M ⊂
IRn). Then, according to Theorem 2, techniques
of proper solutions can be used in finding V (t, x)
and, thus, in constructing trajectory tubes and
their cross sections as level sets of V [2].

In the estimation problems the so called mea-
surement equation is considered also

y(t) = g(t, x, ξ(t)) (13)

with ξ(t) being the unknown but bounded ”noise”
or disturbance. The latter equation may be ex-
pressed as the state (”viability” [12]) constraint:

0 ∈ G(t, x), (14)

where G is a given set-valued map.
In this case we have to modify the value func-

tion (12)

Ṽ (t, x) = min{d2(x(t0), X0) +
t∫

t0

d2(0, G(t, x[t]))dt

| x[·] = x(·, t0, x0), x[·] solves (6)s.t.x[t] = x}.
(15)

It should be mentioned that the value function
Ṽ in optimization problem (12) (or (15)) can be
found through the techniques of viscosity ([2]) or
minimax ([4]) solutions of the corresponding H-J-
B equations. The above approach gives us a pos-
sibility to produce also other estimates for the in-
formation sets X[t] through the comparison prin-
ciple that allows to connect the given approach
to the techniques of ellipsoidal or box-valued cal-
culus developed for systems with linear structure
([6], [20]).

5 Conclusions

The approaches based on the techniques of ap-
proximation of the discontinuous generalized tra-
jectory tubes by the solutions of usual differen-
tial systems without measure terms and on the
results of differential inclusion theory were con-
sidered. The techniques presented in the paper
provide convenient frameworks to derive optimal-
ity conditions in optimal control theory and to
solve the state estimation problems for dynami-
cal systems under uncertainty conditions.
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