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ABSTRACT

In distributed operating systems orphan detection is a key subject. There exist some methods for cope with orphans. One of them is DSG method which overcomes to previous method. In this paper initially we introduce DSG method and then we present its advantages. After it we intended to prevent burst traffic in a special scenario that can be accrued in DSG environment.

Keywords

Distributed operating systems, Orphan detection, DSG, dedicated server group, load balancing, burst traffic

1. Introduction

     DSG method uses server group concepts; in this method there is a token containing three fields: UA, SG#, time_stamp (figure 1). AU means that the utilization amount of dedicate server group and SG# is the related server group. 

     The token moves around the server groups on a ring topology. In each step if a server group realizes that its utilization amount is less than the UA of the token then it overwrites its UA and SG# in the token.

	SG #
	Time_stamp
	UA


Figure 1: structure of token

     When a server group overwrites in the token it generates two copies of the token and sends them in opposite direction in order to speed up (figure 2).
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Figure 2: The server group overwrites its own UA and SG# on the token and generate two same tokens that move around the ring in the opposite direction. When two tokens arrive to a server group simultaneously each of them that have upper time stamp can be taken and another token is destroyed.
     When two token reach to a server group simultaneously two cases can be occurred: First case, if two tokens have identical Time stamp then each of them that has a lower UA can be taken and another token is destroyed. Second case: if two tokens have different time stamp each of them that has higher time stamp can be taken and another token is destroyed.  During the said transfer, each server group takes a copy from token for itself. And overwrite it on the older version. Once new client restarts, it sends a request to the nearest server group. Considering its copied token the server group redirects the request of the clients to the efficient server group that has lowest utilization amount. After it, all of this client’s requests are sent to this server group (DEDICATED). 

     After it if the DEDICATED SERVER GROUP realizes that the all of its servers are busy, considering its copied token, redirects the input request to the another server group that its SG# has been written in the token (Figure 3).
[image: image2.png]



Figure 3: Client sends the RPC request to DEDICATED SERVER GROUP and considering its copied token the server group redirects RPC request to perfect server.

     After it, all of requests of that client are sent to both DEDICATED SERVER GROUP and second server group (back up). Next time after that all requests to the second server group have been responded, the dedicated server group may select a different server group. Therefore traffic is distributed in the network.

     In this method epoch massage sent at most to (2 * N; N is number of servers in each group). The advantage of this method is that it neither logs like Extermination method that causes high cost of logging and memory consumption, nor broadcast to entire of networks like Reincarnation method that causes high traffic. Another advantage of our method is that requests of clients can be redirect to other idled servers adaptively. Figure 4 shows that our method considering the number of messages that must be exchanged between nodes in an environment with N servers in each group is better than reincarnation method. N can be any number. In this chart N is fifty.
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Figure 4: Comparison between DSG and Reincarnation methods
2. Advantages of DSG method

     DSG method neither logs like Extermination method that causes high cost of logging and memory consumption therefore its speed is higher than previous ones, nor broadcast to entire of networks like Reincarnation method that causes high traffic.

     Another advantage of DSG method is that requests of clients can be redirect to other idled servers adaptively via load balancing. In contrast we list advantage of DSG method as follow:

1. Don’t take any log in opposite of Extermination method

2. Don’t broadcast epoch message to the whole of the network in opposite of Reincarnation method

3. Save the resources

4. Perform load balancing
5. Is a perfect distributed method

6. No need to running the garbage collection   algorithm in opposite of message logging protocols

8. There is not exponential roll back in spite of message logging protocols
2. Problem definition
     Suppose that below scenario has been occurred in DSG environment. As you see in figure 5-a, assume that S1 server group has been dedicated to C0 to C10 and also S2 server group has been dedicated to C11 to C20. Now assume that both of S1 and S2 server groups realize that they are busy simultaneously. So both of these group servers considering their copied token find the S3 as idlest server group in the network and also both of them redirect their traffic to S3. So S3 server group has been busy as soon as possible. In this situation both of S1, S2 should find the a backup and both of them may find a same backup considering their copied token such that the mentioned scenario has been occurred continually. That means the same backup server groups has been selected by different server groups and these backup be busy as soon as possible. After this situation these server groups may select the same BSG (backup Server group) for next step and this situation has been occurred continually. This situation causes burst traffic in the network level. 

3. Solving the mentioned problem
    Idea in this method is that each server group must be backup for one server group in each slice of time only.  We explain this method as below:
    Each backup server group that receives a request from a server group earlier(lamport) can be backup of that server group. Then this backup requests from all server groups in order to find out which server group has the first higher UA as compared with itself. Note that this new backup should doesn’t be backup for each other server group. In the next step the first backup redirect requests of second server group to second backup. We explain this method considering figure 5 as follow: 


a) both of S1 and S2 server groups realize that they are busy simultaneously. So both of these group servers considering their copied token find the S3 as idlest server group in the network and also both of them redirect their traffic to S3

b) S4 server group is the perfect server group. So S3 redirects the S2 traffic to the S4
c) Clients with numbers C1 to C10 and clients with numbers C11 to C20 send their request to both (S1 and S3) and (S2 and S4) respectively
Figure 5:  Steps of preventing burst traffic in DSG method

    Initially both of S1 and S2 server groups find the S3 server group as backup. But one of their request reaches to the S3 earlier (lamport). In figure 5-a request of S1 reaches earlier. So S3 has been backup of S1. Then S3 broadcast in the network in order to find out that what server group has first higher UA as compared with itself.  Note that this server group must doesn’t be backup of another server group. As you see in figure 5-b S4 server group is the perfect server group. So S3 redirects the S2 traffic to the S4. As you see in figure 5-c , clients with numbers C1 to C10 and clients with numbers C11 to C20 send their request to both (S1 and S3) and (S2 and S4) respectively.

4. Performance Evaluation
     Since we have n server group in DSG environment therefore origin server group should interacts with n server group. As you see in figure 6, order of finding second backup server group is O(n).
5. Conclusion
The probability of occurrence of this scenario in the DSG environment is low. But if this scenario has been occurred, causes server groups have been selected and be busy as soon as possible continually. As you saw, this situation can causes burst traffic in the network Presenting this algorithm causes that DSG method be full distributed more than previous. Also burst traffic has been prevented.
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        Procedure find_out(origin as server group)


        Begin


Request (origin.id, ALL);		// Request (Source, Destination)


Receive (origin.id, ALL);		// Receive (Source, Destinations)


Min_Of_All := UA[0] ;  		// UA[i] means the utilization amount of i th backup server groups


MYUA := origin.UA ;


For int I := 1 to n-1 DO


If ( MYUA < UA[i] <  Min_Of_All ) then


	Min_Of_All := UA[i];


   Return (Min_Of_All);





        End.


Figure 6: Algorithm of preventing burst traffic in DSG method
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