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Abstract: A hybrid particle swarm optimization (PSO) is presented for solving unit commitment (UC) problems. Using fixed threshold to cope with unit status variables, the proposed algorithm can directly solve UC and avoid coping with economic dispatch (ED) problems. Mutation operation is used to renew slow evolution particles for enhancing the algorithm’s performance. The greedy search based on priority list is applied to improve the search speed and the solutions quality. The proposed algorithm is tested in 10 up to100 unit systems. The results show that the proposed algorithm for UC is feasibility and efficiency.
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1 Introduction
The unit commitment (UC) plays an important role in the economic operation of a power system, which is aimed at scheduling the unit on/off status and real power output to meet the load demand over a horizon period. The resultant generation schedule should minimize the system production cost while satisfying system and unit constraints.  Mathematically, the UC is a large-scale, non-convex, nonlinear, mixed-integer optimization problem. The best solution to UC can be obtained by complete enumeration, but the excessive computational resource requirement is impossible in practice. Various approaches have been proposed to solve UC. These approaches consist of two species, deterministic and Meta-heuristic techniques [1].

Deterministic techniques include priority list [PL], dynamic programming [DP], integer programming, Lagrangian relaxation [LR], and so on. Among these techniques, PL is simple and fast, but the final solution is quite far from the optimum. DP and integer programming suffer from the “curse dimensionality” when the size of system is large. LR is considered the most efficient method for large-scale system. Nevertheless, using LR to cope with the UC gives rise to some technical problems, such as “duality gap”.
Meta-heuristic techniques include simulated annealing [SA] [2], expert system [ES] [3], evolutionary program [EP] [4], genetic algorithm [GA] [5,6], and so on. Among these methods, SA can theoretically converge asymptotically to a global optimum solution, but the SA approach for solving the UC takes long CPU time [2]. The knowledge of the ES used to solve UC is extracted from experienced system operators, but much interaction with the system operator for improving the UC solution is time-consuming [3]. EP has been used to solve UC, but the final result isn’t superior to other methods [4]. Although GA has been employed successfully to solve the UC, it must cope with the ED in each period [5,6].
Particle swarm optimization (PSO) is one of the evolutionary computation techniques and has been found to be robust in solving continuous nonlinear optimization problems [7,8]. In this paper, a novel embedded greedy search PSO with mutation operation is presented for solving UC. After using fixed threshold to cope with unit status variables, the proposed algorithm can solve UC and avoid coping with ED. The mutation operation and the greedy search are used to enhance the algorithm’s performance. Simulation results demonstrate the feasibility and efficiency of the proposed algorithm.
2 Problem Formulation
2.1 Notation

N

Number of units.

i 

Unit index (i=1,…,N)

T

UC horizon.

t    
Hour index (t=1,…,T)

D(t) 
Demand during hour t (in MW)

R(t) 
Reserve requirement during hour t (in MW)

Pimax 
Maximum power output of ith unit (in MW)

Pimin 
Minimum power output of ith unit (in MW)

URi 
Up ramp limit of ith unit (MW/hour)

DRi 
Down ramp limit of ith unit (MW/hour)

Pi(t) 
Power output of ith unit for hour t (in MW)

FCi(t) 
Cost function of ith unit (in dollars)
SCi(t) 
Start-up cost of ith unit (in dollars)
TC

Total generation cost of system (in dollars)
Tion 

Minimum uptime of ith unit (in hour)

Tioff 

Minimum downtime of ith unit (in hour)

Xion  
Duration time during which ith unit is continuously ON
Xioff 
Duration time during which ith unit is continuously OFF

CSTi 
Cold start time of ith unit (in hour)

HSCi 
Hot start cost of ith unit (in dollars)

CSCi 
Cold start cost of ith unit (in dollars)

ui(t) 
Unit operating status of ith unit for hour t (1=ON, 0=OFF)
2.2 Unit Commitment Formulation
The objective of UC is to schedule the operation of generation units at minimum operating cost over a given scheduling period, while satisfying the load demand, the spinning reserve, and physical and operational constraints of the individual units.
2.2.1 Objective Function
The objective function of UC problem is
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The production cost, FCi (t), of a committed unit i, is conventionally taken in a quadratic form:
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where ai, bi, ci are fuel cost coefficients.
  In this paper, start up cost is taken as follows:
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2.2.2 System Constraint
(a) Load balance:    
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(b) Spinning reserve: 
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2.2.3 Unit Constraint
(a) Generation limit:   
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(b) Ramp rate constraint: 
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(c) Minimum up-time constraint:
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(d) Minimum down-time constraint: 
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3 Problem Solution

The basic idea of the proposed algorithm is to use PSO to search the global optimal solution. Mutation operation is used to renew slow evolution particles. Greedy search is applied to accelerate the searching speed in last dozens of generations.

3.1 Representation of Candidate Solution

Each candidate solution, namely generation schedule, is represented by a real number matrix G (Fig.1). 
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Fig.1 Candidate solution representation (matrix G)

The matrix contains all information of generation schedule. The detail is described as follows. The element Ci,t is represented the power output of ith unit in the tth hour. The row vector Ri is represented the generation schedule of ith unit during schedule period. The column vector Vt is represented the ED solution in the tth hour among N units.
3.2 Variable and Constraint Handling

3.2.1 Unit Status Variable Handling

The status of ith unit in the tth hour is determined according to Ci,t value, describing as follows
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where 
[image: image12.wmf]l

is constant number in range of (0,1), which is equal to 0.8 in this paper.
3.2.2 Generation Limit and Ramp Rate Constraint Handling
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where Pi,max=min{ Pimax, Ci,t-1+URi} and Pi,min=max{ Pimin, Ci, t-1-DRi}.

3.2.3 Other Constraints Handling

(a) Spinning reserve of system can be satisfied through adjusting the status of units, namely a random unit of off-status is started up until
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(b) The load of tth hour is re-dispatched among N units according to following steps:

Step1: Select an on-status unit in Vt randomly.
Step2: Increase or decrease power output of the selected unit to satisfy the system load demand of tth hour until 
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 or the power output of the selected unit reaches its generation output limit.

Step3: If 
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, the adjustment of (b) is finished, else select another unit of on-status in Vt and go to Step2.
(c) When the algorithm is near to convergence, minimum up-time and down-time constraints can be satisfied through adjusting unit status. The detail is that the on-status duration of ith unit is extended if 
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 the off-status is converted to on-status during the off-status duration of ith unit.
3.3 PSO with Mutation Operation
PSO developed by Eberhart et al. is a multi-agent search technique that traces its evolution to the motion of a flock of birds searching for food [7,8]. It uses a number of particles that constitute a swarm and each particle traverses the search space looking for the global optimal solution. 
3.3.1 Particle Initiation

The real number matrix G representing the solution is taken as particle. Each particle is initiated according to the sequence of column vectors, and each element of the column vector is created basing on the random number. The details of the initiation of Vt are described as follows
Step1: A vector, RAND which consists of random positive numbers, is generated firstly. The RAND can be expressed as RAND=[rand1, …, randi, …, randN],   where i=1,2,…,N.

Step2: A percent vector, PER which comprises decimal fractions, is created, and can be described as 
PER=[per1,…,peri,…,perN]
where 
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Step3: The column vector Vt is initiated, and can be described as Vt=[C1,t, …, Ci, t,…, CN, t]T ,                                          where  Ci, t= peri D(t) , i=1, 2,…, N.
3.3.2 Iterative Search Method
Let C (element of matrix G) and v denotes a particle position and its corresponding flight speed in search space, respectively. The best previous position of a particle is recorded and represented as Bp. The index of the best particle among all the particles in the group is represented as Bg. The modified flight velocity and position of each particle can be calculated as follows
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where d is pointer of generations, 
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 is current positing of mth particle at the dth generation, v is velocity of mth particle at dth generation, rand( ) is a uniform random value in the range [0,1]. The acceleration coefficients, 
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, control how far a particle will move in single iteration. The coefficient k is the constriction factor which is function of 
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where 
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The inertia weight factor w is used to control the convergence of PSO. In this paper, it was set according to the following equation:
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where itermax is the maximum number of generations, and iter is the current number of generations.
The value of each dimension of every velocity vi,t is clamped to the range [-vi,max,vi,max] to reduce the probability of the particle leaving the search space. The vi,max is set to 0.15*(Pimax- Pimin) in this paper.
3.3.3 Mutation Operation
The mutation operation is adopted to improve slow evolution particles during iterations. The detail is described as follows.
The particle before mutation and after mutation is respectively denoted Gp=[R1p,R2p,…,Rip,…,RNp]T and Gm=[R1m,R2m,…,Rim,…,RNm]T. The Gm was created according to the following equation:
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where 
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 is a random value in the range (0,1) and i=1,2,…,N. 
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 are two different row vectors selected from Gp randomly.

The Gp is replaced by Gm if Gm is superior to Gp. Mutation operation is imposed on particles which haven’t improved the Bp for 4 continuous iterations.
3.4 Greedy Search

Owing to the large dimensions of UC, the search speed of the PSO with mutation operation is decreasing when near to the optimal solution. The greedy search is used to cope with this problem in this paper. And during the last 20 iterations, greedy search operations are employed to all the local best solution, namely the group of Bp.
3.4.1 Creating Priority List

Priority list is created based on each unit parameters. Unit priority is created as descending order maximum power output. In addition, the priority of equal maximum power output units are created according to the ascending order of heat rate (hr). The hr of ith unit is given by the following equation:
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3.4.2 Greedy Search Operation

Two continuous time period during which the unit status is change is defined search area of greedy search. In this paper, the greedy search includes two operations, conversion and shifting. Fig. 2 shows the sketch of greedy search operations and the shaded areas in Fig. 2 mean search area.
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Fig. 2 Greedy Search Operations
(a) Conversion operation. If the unit status converts 1 to 0 while satisfying spinning reserve and minimum up/down-time constraints, the unit status will be changed from 1 to 0.
(b) Shifting operation. This operation must satisfy the following conditions:
ⅰThe lower priority unit status converts 1 to 0 while satisfying spinning reserve and minimum up/down-time constraints.
ⅱThere is higher priority unit in the same time period whose status can convert 0 to 1 while satisfying minimum down-time constraint.
If the conditions are satisfied, the power output of the lower priority unit is shifted to the higher priority unit while changing the two units’ status.
If the particle is superior to Bp after greedy search operation, Bp is replaced.
3.5 Simulation

The parameters of the algorithm are set as follows: the number of particles is 20, generations=50*N, 
[image: image38.wmf]05

.

2

2

1

＝

＝

j

j

, inertia weight factor w=0.7295.
The proposed algorithm has been tested with 10 up to 100 unit system. The 10-unit data and 24-hour load demand are shown in Table 1 and Table 2, respectively. For the 20-unit configuration, the initial 10 unit system data were duplicated. The 40-unit to 100-unit systems were created in the same way. The reserve requirement was 10% of the hourly load. Considering stochastic nature of the algorithm, 20 test trials were made for each case. 
The result solved by the proposed algorithm is compare to other algorithms in Table 3. Fig. 3 shows the execute time of the algorithm. Fig. 4 gives the solution distribution of 10 unit system solved by the algorithm with greedy search and without.
Table 1 Parameters of 10-unit

	Unit no.
	Pimax
	Pimin
	ai
	bi
	ci
	Tion
	Tioff
	HSCi
	CSCi
	CSTi
	Initial hour

	1
	455
	150
	1000
	16.19
	0.00048
	8
	8
	4500
	9000
	5
	8

	2
	455
	150
	970
	17.26
	0.00031
	8
	8
	5000
	10000
	5
	8

	3
	130
	20
	700
	16.6
	0.002
	5
	5
	550
	1100
	4
	-5

	4
	130
	20
	680
	16.5
	0.00211
	5
	5
	560
	1120
	4
	-5

	5
	162
	25
	450
	19.7
	0.00398
	6
	6
	900
	1800
	4
	-6

	6
	80
	20
	370
	22.26
	0.00712
	3
	3
	170
	340
	2
	-3

	7
	85
	25
	480
	27.74
	0.00079
	3
	3
	260
	520
	2
	-3

	8
	55
	10
	660
	25.92
	0.00413
	1
	1
	30
	60
	0
	-1

	9
	55
	10
	665
	27.27
	0.00222
	1
	1
	30
	60
	0
	-1

	10
	55
	10
	670
	27.79
	0.00173
	1
	1
	30
	60
	0
	-1


Table 2 Load Demand of 24-hour

	Hour
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	Load
	700
	750
	850
	950
	1000
	1100
	1150
	1200
	1300
	1400
	1450
	1500

	Hour
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22
	23
	24

	Load
	1400
	1300
	1200
	1050
	1000
	1100
	1200
	1400
	1300
	1100
	900
	800


Table 3 Results analysis of different methods from 10 to 100 unit Systems ($)
	Unit no.
	EP[4]
	GA2[5]
	GA3[6]
	The Proposed Algorithm

	
	Avg.
	Best
	Worst
	Avg.
	Best
	Worst
	Avg.

	10
	565352
	563977
	565606
	566404
	563977
	564986
	564487

	20
	1127257
	1125516
	1128790
	1127244
	1124648
	1124747
	1124664

	40
	2252612
	2249715
	2256824
	2254123
	2245784
	2247737
	2246233

	60
	3376255
	3375065
	3382886
	3378108
	3367409
	3369111
	3367945

	80
	4505536
	4505614
	4527847
	4498943
	4489288
	4491916
	4490336

	100
	5633800
	5626514
	5646529
	5630838
	5610918
	5616382
	5612844
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Fig. 3 Execute Time of the Proposed Algorithm
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Fig. 4 Solution Distribution of 10 Unit System

4 Conclusion

This paper presents a new solution to the unit commitment. Owing to taking fixed threshold to cope with unit status variables, the proposed algorithm can solve UC problems directly, thus avoid solving ED problems in each hour. Mutation operation and greedy search are embedded in PSO to accelerate the searching speed and enhanced the algorithm performance. The results demonstrate the proposed algorithm for UC is feasibility and efficiency.
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