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In this paper we describe a system that performs Topic Detection, a sub-task of the Topic Detection and Tracking (TDT)
Project. We describe the Topic Detection task and present initial results for both a baseline system and a set of extensions
that we have implemented in our system that attempt to model events and reportage in the news domain. We describe how
our system clusters documents from a TDT corpus and from live news feeds and presents this data to the user in a variety of
formats. We conclude that our system produces interesting and useful clusters, and outline some areas of future work.
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1 Introduction

From 24-hour news networks and the ever-expanding print
and broadcast media, to online news outlets that deliver
live reportage daily from around the world, news reportage
is now all-pervasive and instant, available in multiple lan-
guages and to an international audience. The proliferation
of sources has introduced a number of profound problems.
For the average user, it is increasingly difficult to locate and
retrieve complete and comprehensive information about an
incident. Time constraints mean users often limit them-
selves to a handful of sources, offering only a narrow view
on events. To follow a news event in its totality, from initial
report through each twist and development to its conclu-
sion, is an increasingly difficult task. Moreover, traditional
“search and retrieve” techniques are ill-suited for general
queries such as “What happened?”. Because of these prob-
lems, users are increasingly seeking a single channel for
their news and information needs.

The Topic Detection and Tracking (TDT) Project is
an attempt to provide such a source. The aim of the TDT
Project is to provide language- and platform-independent
technologies to monitor sources of news reportage, detect
breaking stories and track these as they develop over time.
Research in this area began with a pilot study in 1997 [1]
that defined the problem, outlined the tasks that a TDT sys-
tem would be required to perform and established an initial
corpus of news articles, extracted from Reuters newswire
and CNN broadcasts. Since then, there have been annual
open evaluations during which the required tasks have been
refined and the input corpora expanded and enriched with
content from a variety of multi-lingual sources. Currently,
there are five TDT tasks: Story Segmentation, New Event
Detection, Topic Detection, Topic Tracking and Link Detec-
tion. In our research we have concentrated on the Topic De-
tection task, ie the grouping together of stories that discuss
the same event into topical clusters. This can be performed

on either a retrospective corpus of documents or on a live
stream. A complete Topic Detection system would allow
the user to gather news from a range of sources, producing
a set of clusters that represent the events that have occurred
in the time period covered. This task differs from standard
document clustering, where the objective is to group top-
ically related documents into clusters that capture general
categories or topics. For our purposes, we define a topic
over a corpus to be a set of documents that share a consis-
tent theme or concept. Two documents can lie in the same
topic yet still cover different specific issues, eg a news arti-
cle on a forest fire and one that reports on an earthquake are
both members of the topic “Natural Disasters”. It is possi-
ble to imagine any number of equally valid topic bound-
aries for a particular dataset. For Topic Detection, we aim
for clusters that reflect the full narrative of an event as it
grows and develops over time. Unlike a set of topics, there
are a finite number of valid events that could take place for
a collection of TDT documents. Furthermore, we are clus-
tering documents taken from a single specific genre, that of
news reportage.

In this paper, we describe the design of a baseline
system for Topic Detection. We outline a set of domain-
informed extensions that attempt to produce clusters that
better represent an event narrative, and present some ini-
tial results. Finally, we show how our system extracts and
clusters live reportage from online RSS feeds and demon-
strate its ability to produce coherent and comprehensive
event clusters from a variety of sources.

2 Overview of TDT Project

2.1 TDT Tasks

As stated above, the TDT pilot study was carried out in
1997. This study described three tasks that an eventual



Topic Detection and Tracking system would be required
to perform: Story Segmentation, Topic Detection and Topic
Tracking. In the most recent phase of the TDT evaluation,
these tasks were further expanded and refined to include
New Event Detection and Link Detection.

Story Segmentation is the division of an audio or vi-
sual stream into distinct stories, using either the original
data or a textual transcript. The goal is to define boundaries
between contiguous stories in a continuous data stream.

Topic Tracking is the detection of news articles that
discuss particular target topics. Incoming stories in a data
stream are associated with events already known to the sys-
tem. An integrated TDT system would allow the user to
highlight those stories in which they have an interest, and
then to track all on-topic reports surrounding this event as
it develops over time.

Topic Detection refers to the detection of events in
terms of the stories that discuss them. In contrast to the
tracking task, the system has no previous knowledge of the
detected events. The detection task can operate on a retro-
spective corpus of news articles or on an online stream. In
the retrospective case, an entire set of documents is grouped
into topical clusters that match the events that occurred dur-
ing the period covered by the corpus. In the online case, the
user would be alerted to news events as they arrive in real-
tie on the stream.

New Event Detection is the identification of the ini-
tial story that discusses a topic, alerting the user when a
new or previously unseen event has occurred.

Link Detection is the process of deciding whether a
pair of stories discuss the same topic or are linked by a
common event. Link Detection is a component technology
required for the other tasks.

In our work, we have concentrated primarily on the
Topic Detection task. Our initial research indicated that
standard Information Retrieval techniques combined with
domain-informed extensions might usefully be applied to
this task. Furthermore, the consistent and relatively error-
free nature of the TDT-1 corpus allowed us to design, im-
plement and evaluate our system quickly and to test some
of our assumptions about the news domain.

2.2 TDT-1 Corpus

The TDT-1 pilot study established both an initial cor-
pus and a set of evaluation tools, designed to benchmark
the performance of competing TDT systems in a standard
way. The TDT-1 corpus comprises 15863 documents, both
standard news reports and manually transcribed broadcast
news, taken from Reuters newswire and the CNN news
network. This data was gathered over a 12-month period,
from 1 July 1994 to 30 June 1995, and marked-up in Stan-
dard Generalised Mark-up Language (SGML). SGML is a
standard mark-up language for the description of text, used
to define the structure and contents of a document and to
ensure that the data is portable and comprehensible to hu-
mans. Each document in the TDT-1 corpus was marked up

with SGML tags, describing the information in each part of
the document, eg title, date, dateline, news source, speaker,
etc.

The TDT-1 corpus is arranged chronologically, begin-
ning on 1 July 1994. Unlike more recent TDT corpora,
the TDT-1 corpus contains only English-language sources,
does not include automatically transcribed broadcast infor-
mation and contains only textual data.

In order to evaluate the performance of a system oper-
ating on the TDT-1 corpus, 25 events were chosen, amount-
ing to approximately 7% of the documents. Each document
in the corpus was then manually annotated in terms of these
target events. A news article that was directly related to a
particular story was labelled with a YES judgement. A re-
port that contained no mention of the target event was la-
belled with a NO judgement. For those documents which
mentioned the story in passing (approximately 10% of the
total corpus), the BRIEF label was used. The BRIEF la-
bel was ignored in many of the task evaluations and was
dropped from later revisions of the TDT corpus.

On average, each of the labelled events contained 55
documents and spanned around 121 days. The longest
event was the “DNA in OJ Trial” event, which spanned
353 days, and the shortest was “Cessna on White House”,
which took place over a single day. The “OK City Bomb-
ing” event contained the greatest number of directly on-
topic documents, with 295 news reports labelled with the
YES tag, while the event with the smallest number of on-
topic documents was the “Karrigan/Harding” event, with 3
relevant articles. For all but two of the target events, the
initial report for each event occurred in the period covered
by the corpus.

The Topic Detection task uses the full TDT-1 corpus.
For retrospective Topic Detection, the complete corpus is
taken as input and a partitioning of the dataset is produced
as output, where each story cluster corresponds to a dis-
tinct event. For online detection, the corpus is analysed
as a stream, to simulate the real-time requirements of an
online Topic Detection system. A list of YES/NO confi-
dence scores is also generated, indicating whether the sys-
tem deems an article to be the beginning of a new event at
the time of its arrival.

2.3 TDT Evaluation

The TDT-1 evaluation includes a set of tools that provide
a standard way to compare systems operating on the TDT-
1 corpus. The metrics used to measure performance in-
clude precision and recall, as traditionally used in informa-
tion retrieval systems. Additionally, Topic Detection and
Tracking systems are also evaluated in terms of miss rate
and false alarm rate. A miss occurs when the system over-
looks a document that is relevant to a particular event. Con-
versely, a false alarm occurs when an article is erroneously
flagged as being relevant to a target story.

There are advantages and disadvantages to both sets
of measurements. Recall and precision tend to be more
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Figure 1. Formulæ for the TDT-1 performance measures.

useful for measuring the performance of applications, since
high recall and precision rates produce clear and measur-
able results for the user. However, for statistically evaluat-
ing a system, precision in particular is very often not suf-
ficiently fine-grained to adequately capture the actual per-
formance of a system or the impact of individual modules
on the system’s overall effectiveness. For this reason, the
additional measures of miss and false alarm rates are cho-
sen to better highlight any potential performance improve-
ments in a developing system. Furthermore, this method
of evaluation can be used to graph the performance of a
TDT system on a Detection Error Trade-off (DET) curve.
A DET Curve plots the performance of a system in terms
of its miss and false alarm rates. Since we wish to min-
imise both these performance measures, curves lying close
to the origin indicate a system that performs well. DET
curves can be generated automatically by the TDT-1 evalu-
ation tools and offer a standard way to graphically represent
the performance of different TDT systems.

We can also produce a single-value score, known as
the F1 measure. The F1 measure ranges from 0 to 1, and
can be used to compare the general performance of compet-
ing TDT systems. The formulæ for recall, precision, miss
rate, false alarm rate and F1 measure are given in Figure 1.

The TDT-1 evaluation software uses these measures
to judge the average performance of a TDT system. Recall,
precision, miss rate, false alarm rate and F1 measure may
all be calculated under two headings. The micro-average,
or pooled-average, method merges the overall performance
scores for each of the 25 target events and uses these re-
sults to produce global performance measures. The macro-
average approach produces a single performance value for
each of the 25 labelled events first, and then takes the av-
erage to give an overall performance result. Because of the
small number of labelled events in the TDT-1 corpus, the

micro-average results are typically favoured, although both
are usually given.

3 Baseline Topic Detection System

The baseline system is composed of three modules: the
Pre-processing module, the Clustering module and the Pre-
sentation component. The baseline system accepts docu-
ments from either the TDT-1 corpus or live RSS feeds.

The Pre-processing module builds a representation
for each document using the smallest set of terms possi-
ble, as defined by our feature selection criteria. A feature is
chosen according to the following criteria:

: global frequency;

: local frequency;

: document frequency;

: whether the word is a stop-word.

Terms that appear infrequently or in only a few doc-
uments are sometimes excluded at this stage to reduce the
dimensionality of the term vectors. However, for the news
domain, such words are often representative of short events
or incidents for which there are only a small number of rel-
evant documents. Moreover, the phenomenon of topic shift
[2], where the focus of an event changes suddenly, perhaps
signalling a new or unexpected development, means that
previously infrequent terms can increase in both frequency
and importance. For this reason, we choose terms irre-
spective of their local or document frequency. For global
frequency, we exclude only those words that occur once
across the entire corpus, since these are unlikely to be rep-
resentative of a document. Once these terms have been col-
lected, the final pre-processing step is to apply appropriate
weights.

The Clustering module takes this set of weighted fea-
tures and groups the document collection into event clus-
ters. Document clustering techniques fall into one of two
categories. Partitional Clustering starts with all items in
a single cluster and attempts to split this until k disjoint
clusters have been formed. Hierarchical Clustering be-
gins with each item in its own singleton cluster and aims
to merge the most similar pair until the desired number
of k clusters is reached. Partitional methods tend to be
fast, whereas hierarchical approaches tend to produce bet-
ter clusters. We attempt to combine the advantages of both
methods by implementing a clustering approach similar
to that outlined in [3], where a slow accurate hierarchi-
cal method is combined with a fast partitional algorithm.
We examined three agglomerative (bottom-up) hierarchical
algorithms: single-link, complete-link and group-average.
Group-average techniques have proven useful in previous
TDT research [4, 5], and this was borne out by our evalua-
tion.

The Presentation module displays each cluster to the
user. This requires some representation of the cluster’s



Figure 2. A partial cluster tree and document for an RSS feed.

overall contents. We achieved this by first finding the cen-
troid, ie the normalised average term vector for all mem-
bers of the cluster excluding outliers, and by representing
the cluster contents by the document that lies closest to this
centroid. In the user interface, this is shown as a tree, where
each node is the title of the representative document for a
particular cluster. Figure 2 shows part of a cluster tree for
an RSS feed and a document from the feed.

4 Domain-informed Topic Detection

The TDT project is concerned with documents drawn from
the specific domain of news reportage. Moreover, we wish
to group these documents into clusters that represent the
events that have occurred for the period covered. We at-
tempted to enhance our baseline system with a number of
extensions that better exploit the particular characteristics
of the news domain, both the common discourse of news
reportage and the typical distribution of documents for an
event in a temporal data stream [6, 7].

Events have a beginning and an end, a date we asso-
ciate with the occurrence and a time by which the incident
has played out in full. Between these two points, there is a
broad pattern of development common across news events.
The initial stages of an event are characterised by a flurry
of directly on-topic news reports. Since the reader is still
unfamiliar with the details, these reports typically contain
more directly relevant information than later articles. As
time passes and the event continues to develop, this burst of
articles starts to drop off. This is represented both by a de-
crease in the number of articles and an increase in the time
gap between successive stories. This pattern can be seen
consistently in the histograms for some of the events in the
TDT-1 corpus. Moreover, if we examine Google search
terms for a particular news event, a similar distribution can
be found (see Figure 3).

Moreover, common patterns can also be observed for
the news documents themselves. News articles share an
“inverted triangle” layout, with a headline and a lead para-
graph followed by a main body of text, where the value
of the information decreases as we move through the doc-

ument. The important details of an event, the who, when
and where, tend to occur in the headline and opening para-
graph [8, 9]. The main body of the report expands on the
information set out in the lead, providing background de-
tails, quotes, analysis or offering different perspectives on
the incident, but rarely containing items more newsworthy
than those in the lead.

For our first set of system extensions, we employ a
dynamic threshold that is higher for the early stages of an
event cluster. This approach is based on the assumption
that, since earlier documents contain more directly on-topic
information, they are likely to be more similar to one an-
other than later articles. Using a higher threshold discour-
ages spurious merges early in the clustering process. Sec-
ondly, an alternative incremental approach to clustering is
used, that restricts inter-cluster comparisons to those that
fall within an adaptive time window. This window looks
further and further ahead in time as the period covered by
the cluster increases. This is an attempt to model event dis-
tribution, where on-topic articles decrease in number and
increase in distance as the incident develops.

For the common discourse of news articles, we added
an extension that restricted indexing to a predefined per-
centage of the text, starting from the top down, ie the top
10%, the top 20%, etc. Secondly, we implemented an alter-
nate term weighting scheme that favours words in the upper
half of the document.

All of the above system extensions aim to focus in-
dexing and clustering on the information that is likely to
have the highest value. Although experiments are ongoing,
Table 1 shows some initial results for both the baseline and
the discourse extensions, compared against similar TDT-1
retrospective Topic Detection systems. Using this exten-
sion alone, we observed a 13% increase in recall over the
baseline with only a 7% drop in precision. Moreover, the
system outperforms the best result for the TDT-1 evalua-
tion.



Figure 3. Histogram for Google searches surrounding the Iraq (2003) conflict.

Run %Miss %FA %Recall %Prec Micro F1 Macro F1
CMU 38 .04 62 82 .71 .79

UMass 66 .09 34 53 .42 .60
Dragon 39 .08 61 69 .65 .75

Baseline 38 .04 62 80 .70 .80
Baseline + Exts 25 .08 75 73 .74 .80

Table 1. Topic Detection results compared with the TDT-1 Pilot Study.

5 RSS Feed Clustering

Rich Site Summary (RSS) is an XML-based meta-language
that is increasingly used to distribute online syndicated
data. We developed a version of our Topic Detection sys-
tem that gathers news articles from RSS sources and groups
them into clusters representing the most recently occurring
events. RSS is lightweight enough and our clustering algo-
rithm sufficiently fast that a large number of news items can
be clustered in only a few seconds. This produces a set of
event clusters that gathers reportage from sources that dif-
fer greatly in detail, style and content, offering a variety of
perspectives on the same incident. Moreover, this data can
be viewed both as a list of documents and as a histogram
showing the event’s distribution over time. The system ar-
chitecture is such that this set of visualisations could easily
be expanded as part of our future work, to include a more
detailed timeline of occurrences or even to place events on
a map interface. Although we have still to perform a full
analysis of our online system, we found that even this ba-
sic implementation produced useful and interesting clusters
and offered a coherent and comprehensive view of events.

6 Conclusions and Future Work

We have described the design of a baseline Topic Detec-
tion system and outlined a set of domain-informed exten-
sions that better model events and reportage in the news
domain. Although experiments are ongoing, initial results
are promising. Furthermore, we have described how our
system can be applied to news from live RSS feeds to pro-
duce useful clusters that offer a coherent and comprehen-
sive view of events. As part of our future work, we intend

to further develop both the clustering algorithm itself and
the online implementation. We also intend applying our
system to the new TDT-4 corpus and participating in the
official TDT evaluation.
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