A Robust Method for Estimating Weibull Parameters
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Abstract: - In this paper, we propose a robust method for estimating the parameters of a Weibull distribution, based on the transformation of the location-scale family. Furthermore we perform the estimates by equalizing the median of transformed empiric sample with the median value, extracted from simulated Monte Carlo samples, of the same length.  
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1   Introduction

The Weibull distribution is one of the most widely used lifetime distributions in reliability theory. The Weibull distribution is often used to estimate the life of a mechanical or electric system or for modeling physical system [1].

Furthermore, it is also used in order to describe the transition between two successive states belonging to a not-homogeneous Poisson Process [2]. The Weibull distribution is also note because it takes on the characteristics of other types of distributions, based on the value of a shape parameter.
In the scientific literature, several are the methods in order to estimate the parameter of a Weibull distribution, such as least squares [3] or [4], maximum likelihood (ML) [5] or method of moments [6]. In recent years robust estimators have been proposed [7] and [8] or based on wavelet transform [9]. In particular, a robust estimator is based on median method which consists in equalizing the median of the empirical sample size, or the median of a set of transformed values, with the relative population median. We observe that these methods are consistent only if the size of the empirical sample is large enough.

Here, we proposed an alternative method, based on the replacement of population median with the median of a set of simulated samples, whose length is the same as the empirical sample size.  
2   Basic notations

Given a random sample X1, X2,…, Xn, denote with X(1), X(2),…, X(n) the corresponding ordered statistics. In this case, define the sample median as
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Furthermore define the sample median absolute deviation as

Mad(X1,…, Xn) =

 Med(| Xi ( Med(X1,…, Xn) |, i ( (1, 2,…, n().

On the other side, if X is a note random variable, define the population median Med(X) as the value such that 

Pr (X ( Med(X)) ( 
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 and Pr (X ( Med(X)) ( 
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Finally the median absolute deviation of the population is

Mad(X) = Med(| X ( Med(X)|).
3 Robust estimators for the Weibull distribution

Let X a random variable following a Weibull distribution with probability density function (pdf)
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Consider the random variable W :=  log X; in [8] was proved that ( W follows an Extreme Value EV(((, σ) distribution. The pdf for a EV((, σ) distribution is
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In our case, we have 
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 and σ = 1/(. To obtain the evaluation of the parameters by means of median method we set:
Med(W1,…, Wn) = Med(W)
and

Mad(W1,…, Wn) = Mad(W).

Since  ( W ( EV(( (, σ), we have [8]:
Med(W) =  (  + σ log(log2) ( (  ( 0.3665(
and

Mad(W) = 0.7670(.

Therefore, we have
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and
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Finally, we obtain 
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4 Improving the performance of estimators

As referred in [8], when n is relatively small, it is not  Med(W1,…, Wn) = Med(W) or Mad(W1,…, Wn) = Mad(W). Therefore, in order to evaluate Med(W1,…, Wn) and Mad(W1,…, Wn) we  adopt the following procedure:
first of all we perform N simulated samples: each of them is composed of n random numbers {
[image: image12.wmf])
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, i ( {1,…, n}} (k ( {1,…, N}) following an exponential distribution. 
Therefore we consider the N samples: 
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each of these N samples represents n possible values for a Weibull random variable with parameters ( and (.

Finally, we consider the N samples:
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Observe that, for any k ( {1,…, N}, 

Med(W1(k),…, Wn(k)) =

=  (  + Med( ln y1(k),…, ln yn(k)) (
and
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 Mad(ln y1(k),…,ln yn(k)) =

=  Mad( ln y1(k),…, ln yn(k)) (.

Therefore, in order to estimate the parameters ( and ( , we propose to set

Med(W1,…, Wn) = 
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and

Mad(W1,…, Wn) = Mad( ln y1(k),…, ln yn(k)) (.

Table 1 shows that:
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and the latest quantity depends on n.

In order to verify the consistency of proposed method, for various values of n, we generated N random variables following a Weibull distribution, whose parameters ( and ( were given a priori: we can do it by utilizing the procedure previously described. Therefore we can obtain the estimates of 
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, by applying both the median and proposed method and comparing them.   

Table 2 shows the median values of 
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, and their standard deviations, denoted, respectively, with  std(() and std(() from the values of ( and ( given a priori. 

5 Robustness of the proposed method

In order to testing the robustness of our proposed estimator, we adopt the following procedure. For any k ( N, we simulate the sample:
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of the Weibull random variable, as before defined. Since we tested the proposed method in extreme conditions, we choose ML method for the well-known instability to the presence of outliers. Therefore, we calculate 
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 by using the median method compared to ML method. Recall that the ML estimators are solution of the following system:
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Furthermore, for any k ( (1, 2,…, N( we perform the same calculations for the sample:
Xi(k) + hI(Xi(k) > 0.9)|xi(k)  – median(X1(k),…, Xn(k))|


(i ( (1, 2,…, n(),

where I(S) is the characteristic function of the set S.
	N
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	30
	( 0.3677
	0.7394

	50
	( 0.3664
	0.7484

	70
	( 0.3675
	0.7538

	90
	( 0.3668 
	0.7574


Table 1. Estimates of 
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, for several values of n. (Performed 100 000 Monte Carlo simulations for any n).
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	 std(() 
	 std(() 

	n = 30

median

proposed
	1.0385

1.0012
	0.9890

1.0037
	0.2719

0.2540
	0.2723

0.2667

	n = 50

median

proposed
	1.0237

0.9989
	0.9926

1.0015
	0.1947

0.1857
	0.2022

0.1994

	n = 70

median

proposed
	1.0172

0.9997
	0.9938

1.0012
	0.1587

0.1534
	0.1679

0.1666

	n = 90

median

proposed
	1.0127

1.0000
	0.9963

1.0012
	0.1368

0.1335
	0.1458

0.1449


Table 2. Comparison of two methods for different values of n.(Performed  N = 100 000 Monte Carlo simulations for any n). The parameters values, given a priori,  are ( = ( = 1
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	std(()
	std(()

	n = 30

ML

Normal

Presence of outliers

PROPOSED

Normal

Presence of outliers
	1.0353

0.6295

1.0023

0.9989
	0.9955

1.3106

1.0079

1.0082
	0.1663

0.3713

0.2542

0.2532
	0.2117

0.3682

0.2677

0.2650

	n = 50

ML

Normal

Presence of outliers

PROPOSED

Normal

Presence of outliers
	1.0168

0.6261

1.0007

1.0005
	0.9914

1.2854

0.9980

0.9980
	0.1197

0.3738

0.1847

0.1847
	0.1566

0.3211

0.1981

0.1980

	n = 70

ML

Normal

Presence of outliers

PROPOSED

Normal

Presence of outliers
	1.0156

0.6275

1.0026

1.0025
	0.9953

1.2779

1.0041

1.0041
	0.1002

0.3728

0.1538

0.1538
	0.1324

0.3057

0.1673

0.1673

	 n = 90

ML

Normal

Presence of outliers

PROPOSED

Normal

Presence of outliers
	1.0098

0.6263

0.9996

0.9996
	0.9955

1.2728

1.0006

1.0006
	0.0858

0.3736

0.1336

0.1336
	0.1155

0.2944

0.1471

0.1471


Table 3. Comparison of two methods for simulated samples with outliers. The parameters values are h = 5, ( = ( = 1. (Performed  N = 10 000 Monte Carlo simulations for any n).

The choice of the factor I(xi(k) > 0.9) has been performed because, generally,  the estimators, based on the method of medians, are enough stable if the 16% of the largest observations are right censored [7].

Finally, for any so modified sample, we estimate the parameters by the two given methods.

6 Conclusions

In this paper, a robust method for calculating the parameters of a Weibull distribution, was proposed. The method belongs to the family of non-parametric methodologies. It is based on the equalizing the median of the empiric sample, transformed by a suitable transformation, with the median value, in a family of corresponding simulated sample, by Monte Carlo method, whose length is the same. Furthermore, we have compared our estimates with the ones derived by applying the Maximum Likelihood. The estimates, calculated with the proposed technique, are more stable also in presence of outliers, if compared with the other method. For this reason, the proposed methodology should be indicated for analysing the real working conditions of mechanical and electronic equipment, even in presence of outliers.
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