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Abstract: - In this paper, the swarm intelligence technique is applied in image feature extraction. The perceptual graph is proposed to represent the relationship between adjacent image points. As a typical technique of the swarm intelligence, the ant colony system is applied to build the perceptual graph of digital images, which makes the basis of the layered model of a machine vision system. In the experiments, the edge feature in digital images is extracted based on the proposed machine vision model. The experimental results show that the artificial ant swarm can effectively perform edge extraction in digital image.
Key-Words: - Image processing, edge detection, perceptual graph, swarm intelligence, ant colony system

1
Introduction

In recent years, swarm intelligence has become a new AI field inspired by insect swarms that display collective intelligence on the swarm level with very simple interacting individuals [1]. The emergence of the collective behavior pattern is virtually the result of the competition among the possible behavior patterns, in which the pattern most fitting for the environment will prevail. On the other hand, biological research of the neural system has indicated that there is also competition of the signal patterns in the central neural system for the activities such as cognition, association, etc. [2]. Moreover, researches have proved that the effect of human image perception is generated mainly based on the dynamic interrelation of the individual elements (the neurons), which is a kind of collective behavior of the individual elements [3]. The similarity between the artificial swarm and the neural system in pattern competition has inspired the research of applying the artificial swarm to build machine vision systems with the perception ability similar to neural systems. Preliminary research results have indicated the collective pattern formation of the artificial swarm has potential application in image processing [4].
Feature extraction is the important basis for image analysis and machine vision. Besides the features defined on each point in digital images, the relationship between adjacent points is also important [5]. In this paper, the perceptual graph is proposed to represent the connection of adjacent points, which is a weighted graph defined on the grid of a digital image. With the configuration of the digital image as the environment of the ant colony system, the pheromone field is built by the evolving ant colony, which corresponds to the perceptual graph of the image. Based on the ant colony system, the layered model of a machine vision system is proposed. Edge detection is implemented with the proposed machine vision model. Experimental results indicate the ability and effectiveness of the ant colony system in edge extraction in digital images.
2
The ant colony system (ACS)
The ant colony system has been applied in optimization, which is the Ant Colony Optimization (ACO) algorithm [6]. In ACO, the solution to a problem corresponds to a state-transfer sequence, i.e. a path, from the starting state to the goal state in the discrete state space. The optimal solution corresponds to the shortest path. The ants move randomly between adjacent states from the starting state until the goal state is reached. The state-transfer probability is calculated according to the trial intensity (pheromone). On the other hand, each ant also increases the trial intensity on the way it has passed according to the quality of the solution found. This is a kind of positive feedback mechanism, which leads to fast solution searching by ACO.
The probability of moving from a state si to a neighboring state sj is defined as [6]:
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 is the trial intensity between si and sj at time t. 
[image: image3.wmf]a

 and 
[image: image4.wmf]b

 are two parameters having positive values. 
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 is the reciprocal of the distance between si and sj, which is the heuristic information. A is the set of neighboring states that have not been experienced by the current ant.

The experienced state sequence is recorded in the data structure called Tabu List in the state-transfer process. After all the ants of the swarm complete their searches, the trial intensity is updated for each state si as follows [6]:
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where 
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 are the trial intensity of (si, sj) before and after the updating respectively. 
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 is the value for updating the trial intensity, which is defined as follows [6]:
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where m is the number of the ants. 
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 is the value of trial intensity updating by the k-th ant between si and sj at the t-th iteration, which is defined as follows [6]:
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where 1/Lk is the reciprocal of the path length, i.e. the cost of the path experienced by the k-th ant. Therefore, the shorter the path, the larger the enhancement value of the path.
The configuration of the ACS can be modified to suit different real-world applications. The configuration of the ACS includes:
(1) The set of starting states S
(2) The set of goal states G
(3) The number of the ants
(4) The termination condition of each ant’s state-transfer
(5) The definition of the path length, i.e. the cost of the solution
Because of the distributed property of the ACS, it is suitable for parallel implementation. Therefore, it has potential application in real-time image processing tasks.
3
Mapping from digital images to the perceptual graph based on the ACS
In digital images, the image features defined on image points are essential in image analysis, such as gray-scale and color. More over, the relationship between adjacent points is also important. In this paper, perceptual graph is proposed to represent the relationship between adjacent points. The perceptual graph is a weighted graph defined by assigning a non-negative value to each connection between adjacent points (here the connection is of 4-connectivity):
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where 
[image: image16.wmf])

(

I

PG

 is the perceptual graph of image I. E is the set of connections between adjacent points in I. Equation (5) indicates that the perceptual graph is a mapping from connections to non-negative real numbers. The connection weight values in the perceptual graph reflect the intensity of connection between adjacent points. For each point that is not on the border of the image, its connection weight values constitute a weight-vector of four components: W=(WUp, WDown, WLeft, WRight ). An example of the perceptual graph is shown as Fig. 1.
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Fig. 1.  A simple example of the perceptual graph

The path optimization is an adaptive phenomenon of the ant colony to its environment. It is virtually an emergence of collective behavior pattern, which may be utilized in digital image processing. The digital image can be configured as the environment of the artificial ant colony. Different configuration of the ACS can lead to different emergence of collective behavior patterns. These patterns are the representations of certain features for the digital image. Moreover, the obtained pheromone field defined on the connection between points virtually corresponds to the perceptual graph, from which image features can be extracted for further processing. When building the perceptual graph, the path of an ant is a sequence of linked connections. The pheromone trial intensity corresponds to the connection weight in the perceptual graph. The process of building the perceptual graph is shown in Fig. 2.
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Randomly initialize the pheromone trial intensity;

Set the iteration time I=1;

When I is smaller than a pre-defined value, do the 
following:

{

   For each image point, do the following:

   {

    Set the current point as the ant’s beginning point; 

    When the ant’s moving step number is not larger
    than a pre-defined value, do the following:

     {

       The ant moves to the adjacent points 

        randomly according to the pheromone 
        trial intensity;

        Record the image point passed by the ant in 
        the Tabu List;

     }

   Calculate the cost of the ant’s path according to 
   the Tabu List;

   Accumulate the value of intensity updating for 
   each connection on the path according to the cost;

   }

Update the trial intensity on each connection 
according to the accumulated cost of the
connection;

I=I+1;

}
Fig. 2. The process of building the perceptual graph by the ACS
In Fig. 2, different definition of the path cost can lead to different gathering patterns of the ants in the image, which correspond to different image features. Therefore, the layered model of a machine vision system is proposed based on the ant colony system and the perceptual graph, which is shown in Fig. 3.
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                               pheromone updating

swarm of ants

         local perception of the environment

the digital image (environment)

Fig. 3.  The layered model of a machine vision system based on the ACS
4
Edge detection based on the perceptual graph
In this paper, the edge feature of images is extracted with the proposed machine vision model. Each point in the image is assigned an ant. Each ant starts moving from its initial position and stops when its moving steps reach a predefined step number.
The definition of the cost for the ant’s path determines which kind of feature can be extracted. Different cost definitions correspond to different features extracted. To detect the edge feature, two definitions of the path cost are presented and implemented respectively.

Definition 1
The cost of each ant’s path is defined as the sum of the reciprocal of the gray-scale difference between successive points on the path:
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where 
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 is the path cost of the k-th ant in the t-th iteration. n is the number of the ant’s moving steps. 
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 is the gray-scale difference between si-1 and si, which are the two positions experienced in the i-th moving step.

Definition 2
The cost of each ant’s path is defined as the sum of the reciprocal of the gray-scale variance for the neighboring area of the path points:
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where 
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 is the path cost of the k-th ant in the t-th iteration. n is the number of the ant’s moving steps. 
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 is the gray-scale variance of the neighboring area of the destination point 
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 in the i-th moving step, which is defined as follows:
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where 
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The value for trial intensity updating is the reciprocal of the path cost:
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where 
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 is the cost of the k-th ant in the t-th iteration.

With Definition 1 of the path cost, each ant tends to move to the neighboring points with large gray-scale difference. With Definition 2, each ant tends to move to the adjacent points whose neighboring area has large gray-scale changes. It is known that the gray-scale difference is large between the two sides of the edge, and the gray-scale variance is also large in the neighboring area of an edge point. Because the ant system tends to perform collective behaviors of the lowest path cost, both definitions of the path cost can lead the ants to gather in edge areas.

With the ants gathering in the edge areas, the weight values of the connections in edge areas are relatively larger than those in other areas. On the other hand, when ants move in the areas of small gray-scale changes, there is little difference in the tendency of moving along different directions. However, in the edge areas, the ants have larger tendency to move along the direction across the edge. Therefore, the connection weights spread uniformly in the areas of small gray-scale changes, while the connection weights differ much larger in edge areas for different directions. According to these characteristics of the perceptual graph, edge feature can be extracted. In the experiment, three characteristics of the perceptual graph are considered:

(1) The maximum of the components of each point’s weight-vector: max{ WUp, WDown, WLeft, WRight }

(2) The length of each point’s weight-vector: 
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(3) The variance of the four components of each point’s weight-vector: Var ( WUp, WDown, WLeft, WRight )

The edge extraction with the ACS is implemented for a test image shown as Fig. 4(a). The ant colony evolves for 6 iterations to build the perceptual graph. The two definitions of the path cost are both implemented for comparison. Fig. 4(b), Fig. 4(c) and Fig. 4(d) are the edge extraction results with the path cost Definition 1. Fig. 4(b) shows the maximum of each point’s weight-vector. Fig. 4(c) shows the variance of the components of each point’s weight-vector. Fig. 4(d) shows the length of the four components of each point’s weight-vector. Fig. 4(e), Fig. 4(f) and Fig. 4(g) are the edge extraction results with the path cost Definition 2. Fig. 4(e) shows the maximum of each point’s weight-vector. Fig. 4(f) shows the variance of the components of each point’s weight-vector. Fig. 4(g) shows the length of the four components of each point’s weight-vector. In Fig. 4(b) to Fig. 4(g), lower gray-scale values correspond to larger characteristic values. The experimental results show that for the test image, the edges can be effectively detected by the proposed method with either definition of the path cost. It is also shown by the experiment that the proposed three characteristics of the perceptual graph are effective to represent the edge feature in digital images.
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Fig. 4(a)
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Fig. 4(b)
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Fig. 4(c)
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Fig. 4(d)
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Fig. 4(e)
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Fig. 4(f)
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Fig. 4(g)

Fig. 4.  The result of edge extraction for a test image

(a) the test image;  

(b) the maximum of the weight-vectors with the path cost Definition 1;

(c) the variance of the weight-vectors with the path cost Definition 1;

(d) the length of the weight-vectors with the path cost Definition 1;

(e) the maximum of the weight-vectors with the path cost Definition 2;

(f) the variance of the weight-vectors with the path cost Definition 2; 

(g) the length of the weight-vectors with the path cost Definition 2
Experiments are also carried out for real-world images. In these experiments, the length of each point’s weight-vector is calculated as the feature of edge. One experiment is carried out for the image of peppers. Fig. 5(a) is the original image. The ant colony evolves for 6 iterations to build the perceptual graph. Fig. 5(b) shows the length of each point’s weight-vector obtained with the path cost Definition 1. Fig. 5(c) shows the length of each point’s weight-vector obtained with the path cost Definition 2. In Fig. 5(b) and Fig. 5(c), lower gray-scale values correspond to larger characteristic values. The experimental results indicate that the edge feature can be extracted according to the perceptual graph. Moreover, the result of edge extraction with the path cost Definition 2 is better than that with the path cost Definition 1. It is because the gray-scale difference is sensitive to noises, while the gray-scale variance of a local image area is the measure of its gray-scale dispersion, which makes the gray-scale variance more robust with noises.
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Fig. 5(a)
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Fig. 5(b)
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Fig. 5(c)

Fig. 5.  The result of edge extraction for the image of peppers

(a) the image of peppers; 

(b) the length of the weight-vectors obtained with the path cost Definition 1;

(c) the length of the weight-vectors obtained with the path cost Definition 2
To investigate the process of collective pattern formation, the average path cost of the ants is calculated every iteration. Fig. 6 and Fig. 7 show this process according to the data obtained in the experiment. Fig. 6 is the case of path cost Definition 1. Fig. 7 is the case of path cost Definition 2. It is shown that the average path cost decreases with the evolution of the artificial ant colony. Therefore, building the perceptual graph can be regarded as an optimization problem, in which the path cost is reduced to its minimum.
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                       The iteration time

Fig. 6.  The relationship between the average path cost and the iteration time in edge extraction for the image of peppers with the path cost Definition 1
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                       The iteration time

Fig. 7.  The relationship between the average path cost and the iteration time in edge extraction for the image of peppers with the path cost Definition 2
Another experiment is carried out for the image of Lenna. Fig. 8(a) is the original image. The ant colony evolves for 6 iterations to build the perceptual graph. Fig. 8(b) shows the length of each point’s weight-vector obtained with the path cost Definition 1. Fig. 8(c) shows the length of each point’s weight-vector obtained with the path cost Definition 2. In Fig. 8(b) and Fig. 8(c), lower gray-scale values correspond to larger characteristic values. The experimental results indicate that the edge feature can be effectively extracted. The result of edge extraction with the path cost Definition 2 is better than that with the path cost Definition 1.

The average path cost of the ants is calculated every iteration. Fig. 9 and Fig. 10 show this process according to the data obtained in the experiment. Fig. 9 is the case of path cost Definition 1. Fig. 10 is the case of path cost Definition 2. It is shown that the average path cost decreases with the evolution of the artificial ant colony.
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Fig. 8(a)

[image: image57.png]15

10





Fig. 8(b)
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Fig. 8(c)

Fig. 8.  The result of edge extraction for the image of Lenna

(a) the image of Lenna

(b) the length of the weight-vectors obtained with the path cost Definition 1; 

(c) the length of the weight-vectors obtained with the path cost Definition 2

                       The iteration time

Fig. 9.  The relationship between the average path cost and the iteration time in edge extraction for the image of Lenna with the path cost Definition 1


                       The iteration time

Fig. 10.  The relationship between the average path cost and the iteration time in edge extraction for the image of Lenna with the path cost Definition 2
5
Conclusion

In this paper, the perceptual graph is proposed to represent the relationship between adjacent image points. The ant colony system is applied in building the perceptual graph, based on which the layered model of a machine vision system is proposed. Edge feature extraction is carried out based on the proposed model. The experimental results indicate that the ant colony system is effective in edge extraction. Further research will investigate the application of the ant colony system in other image processing and machine vision tasks.
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