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Abstract: - This paper describes proposed novel hybrid method used for content-based image retrieval. Contrary to the traditional methods which use only low-level features of images, our method uses a combination of indexed image shapes and semantic descriptions. Using this method the semantic gap problem can be particularly solved and the user’s satisfaction can be improved. The proposed method uses the shape as a main low-level feature, which is converted into a new representation that we called two-segments turning function. The advantage of proposed shape representation is invariance to its translation, scale and rotation. The semantic descriptions are provided by ontology applied to image patterns interpretation and recognition. Finally, in order to test our approach, the designed Image Retrieval by Ontological Description of Shapes (IRONS) System is presented. IRONS has been implemented and evaluated in order to analyze its utility, efficiency, and advantages comparing with well-known systems.
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1   Introduction

Recently, a quick increasing the amount and complexity of digital collections on web requires the development of new treatment and search engines, methods and algorithms for multimedia information retrieval. This paper presents the results of our research devoted to development of efficient methods for retrieval of documents which contain visual information. 

     There are two different approaches to overcome the problem of retrieving the relevant documents. The first one is based on the traditional techniques which use a text as the main descriptor of images. This approach requires that all images must be previously named by textual labels. As a result the human must annotate each image on the database manually and then use only this restricted set of images for searching. This is a very time consuming activity. Moreover, the fact that all images have a description does not guarantee that resulting documents are relevant. The second approach provides the indexing and analysis of images based on their visual content. Usually the low-level features of images such as color, texture, and shape are used. High-level methods try to recognize the particular patterns and interpret the content of whole image in order to make the retrieval more efficient and fast. Both approaches in the most of cases produce non-sense results, the documents obtained using well-known methods many times do not satisfy the user’s requests. This problem is called the semantic gap problem. In this work we propose a hybrid technique using the shape as low-level feature of the objects within images. On the other hand, an extension to image domain of ontology concept commonly used in information search and retrieval engines based on text is proposed. Using ontological annotations we improve the precision-recall relationship within online image-restricted domains by reduction of the nonsense retrieved results.
     Among the visual information retrieval systems that have been reported by scientific communities in the last few years, we can mention: QBIC, VisualSeek, AMORE and SQUID. The Query by Image Content system (QBIC) was developed at IBM Almaden Research Center for retrieval of images, graphics and video data from online collections. This system uses image features like color, texture and shape for computing the similarity between images [1]. QBIC allows users to make queries by means of examples, sketches and SQL predicates. VisualSeek (Image and ATV Lab of Columbia University) is a web-based system where the user requests the images by description of spatial arrangements of color regions [2]. The AMORE system (Advanced Multimedia Oriented Retrieval Engine by NEC USA Inc.) provides image retrieval in web by keywords, or specification of a similar image, or a combination of both [3]. The SQUID (Center for Vision, Speech, and Signal Processing at the University of Surrey) system provides the image retrieval by analysis of shape similarity. It allows the submission of shape as a query to request an object [4]. These systems have good performance however, they do not provide a way to make a query more specifically. Many times a query is a complete and complex image. This is why in many occasions they have semantic gap problem. Furthermore, this type of systems can operate only at the primitive feature level and cannot search the image by its content.
2   Shape indexing and matching
The image indexing based on shape is one of two main components of our proposed hybrid method. The comparison of a shape with those in the database is quite difficult process, particularly when a polygonal representation of the shape is used. We propose to compute the similarity between two shapes applying the cumulative angle function or turning function. In general, the turning function of a polygon A gives the angle between the counterclockwise tangent and the x-axis as a function of the arc length s (A(s). This function is invariant to translation and scale of a polygon, but it is not invariant to rotation. If a polygon is rotated on the angle(, the turning function shifts vertically the amount of(. To overcome this problem, we additionally propose an alternative way called two-segments turning function. The main idea of our approach consists in following. Each iteration we calculate the angle between two consecutives edges of a polygon. As a result, we may analyze the edges with rotation. That means that, we have the same representation of a shape even though that shape has been rotated. It is clear that this technique performs well just in closed shapes. Two-segments turning function is calculated by traverse a digital curve in the counter clockwise direction and by assign a certain value of two-segments turning function for each line segment in the curve. The x-extend of the step (assigned value) is equal to length of the line segment normalized with respect to the length of the complete curve. The y-value is the directional angle of the line segment with respect to its previous segment. The Fig. 1 shows the angle between two consecutive line segments, and how to get it. The resulting angle is in the interval [-π, π]. 
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Figure 1. The process to obtain the turn angle between two consecutive line segments.
In the Fig. 1a) a part of the polygon is shown. The first step consists in rotating the polygon in such way that the segment number 1 is on the x-axis (Fig. 1b). Then, the intersection point of the two segments is translated to the origin. Finally, the angle ( formed by the x-axis and the segment 2 is computed as it shown Fig. 1c). In order to make it invariant to scale, it is necessary to normalize the length of each edge with respect to the perimeter of the complete shape. Therefore, we can represent a polygon A by the graph of a step function, where the x-axis represents the arc length and the y-axis represents the direction of the line segments in the decomposition of A. In the Fig.2 the step functions for the same pattern in rotation (Fig.2a) are shown. These step functions are similar (Fig.2b) because the two-segments turning function for both patterns is the same. In this way the invariance under rotation is obtained. 
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Figure 2. Step functions for pattern in rotation

     Once, using two-segments turning function we have an efficient way to represent a shape invariant to translation, scale, and rotation, the following step is the matching strategy between two shapes. In this paper we consider a shape as geometrical pattern, consisting of a set of points, curves, surfaces, solids, etc. The shapes representation and matching are considered as the most difficult aspects of content-based image retrieval and usually based on three approaches: the feature vector, the relational, and the transformation approaches [5]. In this paper we use the two-segments turning function representation as part as the feature vector approach. Factors like tolerance to occlusion and deformation, robustness against noise, and feasibility of indexing are considered too in our approach.

     The frequent problem of the most of shape representations is a great number of necessary vertices for polygon transformation which must be reduced by proposed discrete curve evolution process. This technique reduces the set of vertices of a polygon to a subset of vertices which contain enough relevant information about the original outline by assigning a relevance measure to every vertex, so that the least important vertex is removed [6]. Once a vertex is removed, its neighboring vertices must be connected. This process is repeated until we obtain the desired shape simplification. The Fig. 3 shows the results of the curve evolution process.
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Figure 3. The curve evolution applied to original image a) with 90 - b), 70 – c), and 20 – d) vertices.

     The order of the vertex substitution is computed as the relevance measure K, where ( (s1 ,s2) is the turn angle at the common vertex of the segments s1 ,s2 , and l is the length function normalized with respect to the total length of the polygonal curve A. The lower value of K(s1 ,s2) is obtained, the less contribution to the shape of the curve of arc s1 ( s2 we have. 
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In this simple manner a shape may be represented using the two-segments turning function and the discrete curve evolution which reduce the complexity of the pattern recognition taking into account its possible translation, scale, and rotation. The computing of feature vector, used later for searching the similar ones, now is the fast enough operation. This permits to increase the speed of matching process which accuracy depends on relationship between the relevance function K computed during the curve evolution process and the percentage of retrieved non-sense results as response to user’s query. That is why the polygonal representation by two-segments turning function it seems to be convenient for calculating the similarity between two shapes. The similarity value between two shapes is based on analysis of matching their feature vectors. Basically, the proposed algorithm is following:

i) The polygon simplified by curve evolution process is transposed into two-segments turning function.

ii) The resulting curves representing the polygon are scaled to the same length.

iii) One of the curves is shifted vertically over the second one to fit better.

iv) Compute the area between two curves.

     The Fig. 4 shows the proposed matching strategy. The shady area represents how similar are two arcs.
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Figure 4. Matching strategy for computing the similarity between two polygons.

Now user may define a threshold value for computed area as the acceptable grade of similarity between the reference and analyzed patterns. 

3   Ontology in content-based VIR
The ontology as a part of content theory of artificial intelligence allows the identification of classes and properties of objects defining the relationship between these objects and concepts in a specific domain of knowledge [7]. T. Gruber defines the ontology as a formal explicit specification of a shared conceptualization where the conceptualization means an abstract model of a phenomenon with precise mathematical description [8]. Applying it to visual information retrieval (VIR) systems design, we identify some essential useful aspects of ontology: 

i) Ontology is used to describe a specific domain. 

ii) The terms and their relations must be clearly defined in that domain. 

iii) There is a mechanism to organize these terms (hierarchical IS-A or HAS-A structures are used) [9].

In image retrieval applications, ontology allows the description of semantics, establishes a common and shared understanding of domain, and facilitates the implementation of user-oriented vocabulary of used terms and their relationship with objects in images. In this project we use ontology to describe a specific domain of shapes. We define a set of shape categories computing their feature vectors and the relationship among them. For example, for three categories represented by columns of Fig. 5 their ontological description may be defined as it follows:

ONTOLOGY NAME
<ONTOLOGY ID="Shapes" VERSION ="1.1">
CATEGORIES
<DEF-CATEGORY NAME= "Geometric_figure" ISA = "base.SHOEEntity">

<DEF-CATEGORY NAME= "Pentagon" ISA =" Geometric_figure">

<DEF-CATEGORY NAME= "Cross" ISA =" Geometric_figure">

<DEF-CATEGORY NAME= "Star " ISA =” Geometric_figure">
RELATIONSHIPS
<DEF-RELATION NAME="Is Contained into">

<DEF-ARG POS="1" TYPE="Cross">

<DEF-ARG POS="2" TYPE="Star ">

</DEF-RELATION>
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Figure 5. Examples of three categories of patterns
     The ontological description is the second part in the proposed method which permits to reduce the number of iteration in search process due to recognition of the image content using previously indexed similar patterns in ontological database. 
4   IRONS system
The evaluation of the proposed method has been done on base of designed IRONS system which block diagram is shown in Figure 6. The input to the query module of the system is a sketch or keyword that describes the object to be found in digital collection. The retrieved images will be those which have more similarity with the shape feature vector of query and high grade of matching with ontology annotations defining the content of image.
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Figure 6. Block diagram of the IRONS

     The system consists in the input preprocessing module used for extraction of shapes in image applying the curve evolution and two-segments turning function. Then with annotation (indexing) tools the image is transformed to feature vector used for comparison with other ones in database of images. In the same time the content-based recognition process is applied to the shapes (ontological description of shapes) in order to find similar descriptions in ontology namespace. 
     The principal modules implementing our method are preprocessing and annotation tool. They automatically extract shapes similar to query from database of images using the traditional analysis of the object edges within the image. Once the image is extracted we use a discrete curve evolution to reduce the number of vertices that describe the shape. The discrete curve evolution process may be applied some times. The number of vertices of the evolved polygon is determined experimentally. The obtained polygon is represented by its two-segments turning function because this technique is invariant to scaling (we normalize the length of the curve), rotation and translation. Finally, the shape is indexed by annotation tool. The GUI of the preprocessing and indexing modules is shown in the Fig.7 where the original input image, the simplified pattern, and two-segments turning function are presented. 
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Figure 7. Indexing module of IRONS

     The ontology is provided by directed acyclic graph where each node describes a feature vector representing the concept associated to that node by IS-A inter-relationship.

     For example, for shapes of Fig.5 with their ontological descriptions, the system will recover images which contain circles, pentagons, stars, or their combinations, even though those images have not been labeled as geometric figures. 
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Figure 8. Image retrieval GUI of IRONS

     The feature vectors of each node of proposed ontology namespace consist in keywords that are linked to the images as well as their representation by two-segments turning function. For example, shape 1 is described as vector Shape1(Pentagon, P,C) where P is its two-segments turning function and C is the compactness of the shape. The query module of the IRONS system shown in Fig. 8 allows to compose a query for wide set of images by text or sketch.
     In case of query as image, the system uses the indexing-shape algorithm in order to extract the feature vector of the query [9] and show the results of search in the same GUI. However, the query by seed image requires that user has skills in drawing. 

5   Experiments and discussion
We test proposed method using the image collection CE-Shape-1. This database has about 1400 images divided into 60 different categories. Each category has about 20 images. We performed the experiments to verify the role of shape-based and ontology-based indexing in the retrieval process. The performance of the method was evaluated using the precision and recall metrics. For example, the IRONS responds with 6 from 10 relevant images in database. In this case the precision is 60%. The precision of ontology-based indexing was high as it shown in Fig 9 where comparison with classical tangent space representation TSR approach is used.
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Figure 9. Precision-recall curve for IRONS
6   Conclusions
This paper presents new hybrid method for image retrieval in digital collections based on low- and high-levels image characteristics. The main objective of our approach is to bridge the semantic gap problem in VIR systems. With regard to computer vision methods, we used the shape as principal low-level descriptor of an image. In order to calculate the similarity between two shapes, we proposed a new alternative representation called two-segments turning function which is combined with curve evolution process invariant to scale, translation, and rotation. Multiple experiments have been carried out using Resource Description Framework language for providing the machine-readable semantics by ontological descriptions proposed as a part of image retrieval process. The evaluation of designed IRONS system has been done analyzing its utility, efficiency, and advantages comparing with well-known systems. We can conclude that the method has high performance because the number of searching iteration is reduced significantly. The method is fast enough due to it operate only with simplified shapes within the images. It could be considered as alternative way for development of VIR facilities in web. Disadvantage of the system is the loss of relevant information during the applying the curve evolution and two-segments turning function. That may be solved by correct selection of the number of vertices and efficient manipulation with consecutive line segments of indexed polygons. The extension of the ontology namespaces is another important future work in order to cover more extensive set of image categories.
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