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Abstract:- This is the next step of the time optimal design strategy investigation. The present objective is the formulation of a time-optimal nonlinear systems design methodology. The optimal control theory and a set of special control functions are introduced in order to generalize the design methodology and to produces many different design strategies inside the same optimization procedure. The combination of some of these strategies defines the optimal or quasi-optimal design trajectory on computer time viewpoint. The numerical results were obtained by PC with a C++ language program. The design of some nonlinear electronic circuits shows that this methodology can reduces the total operations number to many times and accelerates the design process. The study shows that the computer time gain of these design methodology with respect to the traditional design methodology increases when the size and the complexity of the system grows.
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1. Introduction

Any system design methodology includes two main parts: the model of the system, which needs to be analyzed during the optimization process and a parametric optimization procedure that achieves the objective function optimal point. The design time reduction is one of the essential problems of the total quality design improvement. 

    The reduction of the necessary time for the circuit analysis and improvement of the optimization algorithms are two main sources for the reduction of the total design time. There are some powerful methods that reduce the necessary time for the circuit analysis. Because a matrix of the large-scale circuit is a very sparse, the special sparse matrix techniques are used successfully for this purpose [1]-[3]. Other approach to reduce the amount of computational required for the linear and nonlinear equations is based on the decomposition techniques.

    The well-known ideas for partitioning of a circuit matrix into bordered-block diagonal form were described in original works using the branches tearing [4] or nodes tearing [5] and jointly with direct solution algorithms give the solution of the problem. The extension of the direct solution methods can be obtained by hierarchical decomposition and macromodel representation [6].

The optimization technique that is used for the circuit optimization and design exerts a very strong influence on the total necessary computer time too. The numerical methods are developed both for the unconstrained and for the constrained optimization and can be improved in future.

    Meanwhile there is another way to reduce the total computer design time. The reformulation of the optimization process on heuristic level was proposed decades ago [7]-[8]. This process was named as generalized optimization and it consists of the Kirchhoff law ignoring for some parts of the optimization process. The special cost function is minimized instead of the circuit equation solution. In practical aspects this idea was developed for the microwave circuit optimization [9] and for the synthesis of high-performance analog circuits [10]-[11]. Nevertheless all of these ideas are needed to generalize.

    Another way can be proposed for the reformulation of the design problem and for it generalization to obtain a set of different design strategies inside the same optimization procedure. The new approach for the system design on the basis of control theory formulation was elaborated in some previous works [12]-[15]. This approach serves for the time-optimal design algorithm definition and can be proposed as a theoretical basis for the time-optimal design algorithm searching. 

2.
Problem Formulation

The problem of the analog system design can be formulated on the basis of optimal control theory and it was described in [13]. This approach defines a large set of different design strategies inside the optimization procedure and describes the possibility to control the design process by means of changing between varies design strategies. This possibility appears owing to redistribution of the independent variables between system model and the general cost function of the optimization process. We suppose that the electronic circuit is described by means of the mathematical model:
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The parametric optimization process for the general cost function 
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where s is the iterations number, 
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 decreasing, which is defined by any optimization procedure. The main idea of the new approach is to define the special vector U of the control functions that control the design process, 
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, where m is the number of dependent variables, 
[image: image9.wmf]u

j

Î

W

; 
[image: image10.wmf]{

}

W

=

0

1

;

. In this case the generalized cost function has dependency not only the variable vector X  but the vector U  too. This function 
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[image: image12.wmf](

)

(

)

(

)

U

X

X

C

U

X

F

,

,

y

+

=



    (3)

where 
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 is the ordinary cost function of the design process and 
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 is the additional penalty function, which includes some equations of the system (1) and can be defined for instance as: 
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The system (1) can be re-defined by the following form:
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All control variables 
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 are the functions of the current point of the design process and can change the value from 0 to 1 and vice versa at any time moment. The total number of the different design trajectories, which are produced inside the same optimization procedure, is practically infinite. Among all of these strategies one or few optimal strategies can minimize the computer time. Therefore, the problem of the time-optimal design strategy determination is formulated as the typical problem for the functional minimization of the control theory. The main problem of this definition is unknown optimal dependencies of all control functions 
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The idea of the system design problem formulation as the problem of the control theory can be embedded into any optimization procedure. Next section shows the design of some passive and active circuits using the gradient optimization method. The optimal dependencies of the functions 
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 were found by approximated methods of the control theory [14]-[15]. The main result of this previous analysis shows that the potential computer time gain of the time-optimal strategy with respect to the traditional approach increases when the size and complexity of the system increase.
3. Nonlinear circuit design

Fig. 1 shows a circuit with four nodes. This is a passive nonlinear circuit with five independent variables, 
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, where each element is an admittance or a nodal voltage and in order to get a physical sense the admittances are changed to: 
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Figure 1. Four node nonlinear passive

circuit topology.
    The non linear dependency in general case is 
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The objective function is defined by the formula:
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For all the examples in this section the minimal of 
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Table 1. Some general design strategies for the four node nonlinear passive circuit.

	n
	Control functions vector
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	Total design time

(seg.)
	Iterations number 

	1
	0000
	1.742
	721

	2
	0100
	0.891
	873

	3
	1000
	0.917
	971

	4
	1011
	0.425
	634

	5
	1111
	0.672
	1567


Table 2. Some quasi-optimal design strategies for the four node nonlinear passive circuit.

	n
	Optimal control

functions
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	Total

design  time (seg.)
	Switch points
	Iter. number
	  Time

   gain

	1


	(0110);

(1101);

      (1111)
	0.1481
	18;50
	281
	11.75

	2


	(1111);

(1110);

(0000);

(1111)
	0.1467
	48;74;

112
	147
	11.87

	3


	(0110);

(1110);

(0101);

(1111)
	0.142
	15;34;

94
	213
	12.26


strategy,   modified  traditional  strategy   and some intermediate strategies with the fixed value of the control functions are given in Table 1. The data of the optimal strategies are given in Table 2. The control functions vector of the optimal strategy needs three switching points and his computer time gain with respect to the traditional strategy is  12.26.

    In Fig. 2 there is a circuit of the amplifier that consists of one transistor cell. In this case the circuit includes three nodes only. 
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Figure 2. Three node nonlinear active

 circuit topology.

The design process has been realized on DC mode by the Ebers-Moll static model of  the  transistor.  This is  an  active  nonlinear three node circuit  with  three  independent  variables,
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, where the elements are admittances or voltages. The fase vector components are defined by the formulas: 
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The objective function has been determined as the sum of the squared differences between beforehand-defined values and current values of the voltages for the transistor junctions: 
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 where 
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. The results of the analysis  of  the  traditional  design   strategy,   modified  traditional  strategy   and some intermediate strategies with the fixed value of the control functions are given in Table 3. The data of the optimal strategies are given in Table 4. 

Table 3. Some general design strategies for the three node nonlinear active circuit.

	n
	Control functions vector
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	Total design

      time

(seg.)
	Iterations number

	1
	000
	5.438
	2517

	2
	010
	8.143
	5438

	3
	100
	4.451
	2654

	4
	101
	0.612
	576

	5
	111
	0.438
	945


Table 4. Some quasi-optimal design strategies for the three node nonlinear active circuit.

	n
	Optimal control functions
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	Total design time (seg.)
	Switch. points
	Iter. number
	Time gain

	1


	(000);(100);

(111)
	0.1804
	38;63
	187
	30.14

	2


	(111);(101);

(011)


	0.1655
	107;

180


	209
	32.85

	3


	(110);(000);

(111)


	0.1578
	29;47
	221
	34.46


The control functions vector of the optimal strategy needs two switching points and his computer time gain with respect to the traditional strategy is  34.46.

     The circuit of the Fig. 3 has three transistor cells. It has seven independent variables as admittances, 
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The objective function is: 
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where 
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Figure 3. Seven node nonlinear active

 circuit topology.

The results of the analysis of the traditional design strategy, modified traditional strategy and some intermediate strategies with the fixed value of the control functions are given in Table 5. The number five is the best strategy (31.675 seg) with a fixed control vector. The data of the optimal strategies are given in Table 6. The control functions vector of the optimal strategy needs three switching points and his computer time gain with respect to the traditional strategy is  272.92.

Table 5. Some general design strategies for the seven node nonlinear active circuit.

	n
	Control functions vector
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	Total design time 

(seg.)
	Iterations number 

	1
	0000000
	417.543
	7421

	2
	0000101
	98.416
	3453

	3
	0001111
	305.783
	4165

	4
	0111000
	84.016
	1875

	5
	1111111
	31.675
	2374


Table 6. Some quasi-optimal design strategies for the seven node nonlinear active circuit.

	n
	Optimal control functions
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	Total design time  (seg.)
	Switch. points 
	Iter. number 
	Time gain 

	1


	(0001111);

(1111110);

(1111111)


	1.6683
	6;16
	59
	260.15

	2


	(0111000);

(0000000);

(1111111)


	1.587
	12;16


	78
	263.1

	3


	(0001111);

(0111011);

(0000000);

(1111111)


	1.5299
	5;14;

22
	33
	272.92


4.
Conclusions

The traditional approach to the analog system design is not time-optimal. The problem of the time-optimal algorithm construction can be solved as the functional optimization problem of the control theory. The potential computer time gain of the time-optimal design strategy increases when the size and complexity of the system increase. The combination of the general strategy and the optimal switching points serve as the principal ideas for the quasi optimal and optimal algorithm construction.
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