DATA MINING AND SIMULATION PROCESSES AS USEFUL TOOLS FOR INDUSTRIAL PROCESSES
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Abstract: - The most common goal of the factory owner is to achieve better quality in the final product by means of an improved process control. The significance and relevance of optimizing the existing control models is even greater in the open-loop control systems or in those governed by computational methods dependent on adjustable parameters. This talk reviews some typical industrial environments and focuses on some parts of them in order to show the real interest of these improvements. We will identify some difficulties in obtaining these improvements and show how the optimal control model for the manufacturing process can be obtained from data provided by sensors. We will also discuss some technical problems that are related to the main goal, and will identify some topics concerning outliers, density and topology. Also, we will show how these techniques can be applied as an instrumental toolbox in addressing some environmental problems.
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1 Introduction

When the people think about industrial processes, from a supervision point of view, the idea of automatic control with microcontrollers and PLC systems arise as the right way. However, there are some industrial processes where this classical approach doesn’t work. When the process of producing hot steel coils is considered (Fig. 1), it is usual to get speeds about 15m/s in the last steps of the process. It means 15mm each millisecond, so if the objective is to produce a controlled width, it becomes necessary to measure, to compute and to order to the hydraulic systems to move the cylinders all under 0,1 millisecond. Currently this is not possible, so another control strategy is required instead those based on closed control loop.

Fig. 1. Different sections of a steel line.
In this case an open loop control strategy is mandatory and then a model must predict a set of consigns to be established at low level controllers and after the new coil is produced an estimation of error is carried out and the model will be informed for a sharp estimation of setups.

Other type of processes where a direct control strategy is not suitable, are those where the goal is to build a product with specified parameters which are not directly measurable. The measuring process is carried out offline in a laboratory and downwards the process. Also in these cases an open control strategy must be adopted.

Just as an example, the process of mixing components for producing rubber (Fig. 2) for profiles of automotive industry (Fig. 3) is inside this category:

![Fig. 2. Rubber mixing process.](image)

![Fig 3. Rubber profiles for automotive industry.](image)

On this type of processes the goal is to produce a rubber with a homogeneous structure and with a viscosity predefined, but, unfortunately the viscosity is measured off line, at laboratory. These types of processes are quite usual, for example mechanical properties of hot dip galvanizing coils are measured after coating the coil, by using a destructive method. In this case a system to estimate these mechanical properties taking into account coil composition, thermal cycle inside the furnace, speed, etc. will be very useful.
When the processes are running, Data Mining (DM) can be seen as a strategy, coming from Knowledge Discovery arena, to be explored. The main part of data mining is concerned with the analysis of data and the use of software techniques for finding patterns and regularities in sets of data. The idea is that it is possible to strike gold in unexpected places as the data mining software extracts patterns not previously discernible or so obvious that no-one has noticed them before. The analysis process starts with a set of data, uses a methodology to develop an optimal representation of the structure of the data during which time knowledge is acquired. Once knowledge has been acquired this can be extended to larger sets of data working on the assumption that the larger data set has a structure similar to the sample data. This is analogous to a mining operation where large amounts of low grade materials are sifted through in order to find something of value.

Data mining is not a product that can be bought. Data mining is a discipline and process that must be mastered - a whole problem solving cycle.

If it is quite clear that data warehousing provides the enterprise with a memory, it could be stated that Data mining provides the enterprise with intelligence.

Data mining can lead to significant change in several ways. First, it may give the talented manager a small advantage each year, on each project, with each customer/facility. Compounded over a period of time, these small advantages turn into a large competitive edge. Experience in building models, however, can ensure more profitable use of data mining, since data mining is simply the newest tool for building models.

The less domain knowledge a data mining expert brings to a problem, the more important it is to perform the data mining in close cooperation with people who understand the business. This is why normally in our projects deeply cooperation is carried out between ‘data – crackers’ and
technological people coming from the process itself trying to setup a powerful team. Tools used can not be the same from project to project, taking into account specific goals, type of data available, type of knowledge to be discovered and way for implementation of this knowledge. Data mining is most cost-effective when used to solve a particular problem. Although a data-mining tool can indeed explore your data and uncover relationships, it still needs to be directed toward a specific goal. Simply giving a data-mining tool a mailing list and expecting it to find their profiles that improve the expectation of next business is not particularly effective. Data mining is useful wherever data can be collected. Of course, in some instances, cost/benefit calculations might show that the time and effort of the analysis is not worth the likely return. The algorithms of data mining are complex, but new tools have made those algorithms easier to apply. Often, just the correct application of relatively simple analyses, graphs, and tables can reveal a great deal about our problem. Much of the difficulty in applying data mining comes from the same data-organization issues that arise when using any modeling techniques. These include data preparation tasks--such as deciding which variables to include and how to encode them--and deciding how to interpret and take advantage of the results. Another problem is try to discover new relationship among several variables where there is not. This is a tricky but usual problem. More data items are useful only if they contribute more information about the issues at hand, or goals. Otherwise, they can be worse than worthless. A database may have a great deal of information about an item (or about the relationship between items) but nothing about other items that are actually closely related. Even when building a massive database, it helps to try out some simple analysis on the data while the database is still moderate in size. After the analysis, a decision for collecting the data differently or to collect different data altogether can be taken. Working on data mining normally means to do predictive modeling, so to have a variable that is being predicted from other variables. Or it means clustering where the goal is just finding groups in the data. Dependency modeling is when we do a density estimate. Basically, it is trying to model the joint probability density that generated the data in the first place, a much harder problem; some techniques work. Another is summarization, which looks for relations between fields or associations. Sometimes finding correlation and pieces in the data can be useful. Finally, the last class of techniques accounts for sequence. It turns out that there are amazingly efficient algorithms that will do things like find you all frequency concerns in there, which is an interesting reduction. A lot of people are working on trying to relate this back to classical analysis techniques. There are a lot of interesting things that can be done when the goal is to account for the sequence in data and changes in data.

3 Main Concerns
Looking a bit deeply into industrial problems particular aspects are envisaged: Normally utility companies have archived many years of system performance data, including reliability data. Often, state regulatory agencies require this data to be reported annually. Once done, it may never be referenced again. Yet, if analyzed, valuable trend information could be identified to support operations decisions and justify equipment expenditures. As electric utilities enter the era of changing regulation, decisions regarding expenditures on new services and maintenance are being revisited. In some situations, the pursuit of higher shareholder returns has resulted in reduced line maintenance budgets, so service reliability has suffered. In response to pressure from customers and Public Utility Commissions, maintenance budgets are being restored to improve outage indices. The first step to improve reliability or power quality in general, is to apply a consistent method of measurement. In most cases, utilities use reliability indices defined by the IEEE Trial Use Guide for Electric Power Distribution Reliability Indices developed under the working group on system design. Data should be accumulated consistently for relative comparison purposes. When considering distribution system reliability improvement, distribution engineers face many alternatives. A big choice is to decide how many resources to commit to preventing faults as opposed to responding to them. Budget constraints, operating constraints, overcurrent protection philosophies, and organizational issues may enter into the decision process. Many engineers look to improved maintenance and an overall reduction in the number of faults as the best way to improve reliability. In some cases this is the correct approach. In other situations, it may be a more costly, less predictable, and slower method of improving
reliability than focusing on improving the overcurrent protection system. A review of system-wide outage data is the first step in developing a reliability improvement strategy. A breakdown by operating region, by feeder, and if possible, by feeder section over several years is the ideal way to establish averages and trends. The data can then be organized so statistical techniques can be applied to aid in the decision process.

Statistical Process Control (SPC) is a methodology for monitoring a process to identify special causes of variation, and signal the need to take corrective action. If reliable distribution of electric power is viewed as a process, then reliability data can be plotted as control charts. Control charts are used to establish a state of statistical control, monitor a process, and signal when the process goes out of control.

Upper and lower control limits are an important part of SPC analysis. Control limits represent the range between which all points are expected to fall. If any points fall outside the control limits, or if any unusual patterns are observed, some special cause has probably affected the process. The key point here is to determine these limits taking into account things like technological improvements, environmental conditions, and so on, avoiding taking wrong decisions about investments launched by a bad position of limits. Also, these fields provide some classes of problems like those marked as classical: outliers, missing values, duplicate data, inconsistent values and other much more specialized like the “process’ outliers”.

In order to show this particular aspect we can see figure 6 showing control variables from a hot dip galvanizing line.

It is common to find ‘measurement errors’ as far as some variables are measured by physical sensors very quickly and in harsh environments (high temperatures, wet conditions, high pressures, etc.), but there are other sources of samples to be managed carefully.

In other cases the process is stopped by other problems, e.g. welding problems during coil extension as shown below, and also in these cases, even when there are no measurement errors, it would be necessary to identify these points in a sample set to be sure that the used strategy doesn’t affect the learning process being carried out. Especially, if they are interfering with data used to build a model, e.g. to estimate line speed when the material format is changing and the temperature needs to be under control.

4 Dealing with outliers

When trying to identify these outliers, a problem arise as far as in those cases where an indirect, automatic control system tries to keep the process under control, the errors are usually non-normal, so outlier identification must be managed carefully. This means from the scientific point of view that specific algorithms are required for outlier items in a multidimensional space with non-normal distribution:
5 Conclusion
The basic idea is to take part of the pattern recognition algorithms and ask how people do analysis. The traditional method is to take data out of the database. You create your own infrastructure to do analysis. You extract the data, and you start running these scripts and so forth. And soon enough you have created a whole bunch of droppings, and if you come back to this session two weeks later, you don't recall what the files meant, and so forth. That's called a data management problem. It's exactly what a database was created to solve. So the whole idea is to decompose these operations in such a way that a lot of the things can live on the server.
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