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 Abstract:- Finding an object or a face in the input image is a search problem in the spatial domain. Neural networks have shown good 
results for detecting a certain face/object in a given image. In this paper, faster neural networks for face/object detection are presented. 
Such networks are designed based on cross correlation in the frequency domain between the input image and the input weights of neural 
networks. This approach is developed to reduce the computation steps required by these faster neural networks for the searching process. 
The principle of divide and conquer strategy is applied through image decomposition. Each image is divided into small in size sub-
images and then each one is tested separately by using a single faster neural network. Furthermore, fastest face/object detection is 
achieved by using parallel processing techniques to test the resulting sub-images at the same time using the same number of faster neural 
networks. In contrast to using only faster neural networks, the speed up ratio is increased with the size of the input image when using 
faster neural networks and image decomposition. Moreover, the problem of local subimage normalization in the frequency domain is 
solved. The overall speed up ratio of the detection process is increased as the normalization of weights is done off line.   
 
Key-Word:- Fast Face/object Detection, Neural Networks, Cross Correlation, Image Normalization, Parallel Processing. 

1   Introduction 
Object detection is a fundamental step before object 
recognition. Its reliability and performance have a major     
influence in a whole pattern recognition system. 
Nowadays, neural networks have shown very good results 
for detecting a certain face/object in a given image 
[2,4,6,8,9,10,12]. Among other techniques [3,5,7], neural 
networks are efficient pattern detectors [2,4,6,9]. However, 
the problem with neural networks is that the computational 
complexity is very high because the networks have to 
process many small local windows in the images [5,7]. The 
main objective of this paper is to reduce the detection time 
using neural networks. Our idea is to fast the operation of 
neural networks by performing the testing process in the 
frequency domain instead of spatial domain. A cross 
correlation between the input image and the weights of 
neural networks is applied in the frequency domain. This 
model is called faster neural networks. Compared to 
conventional neural networks, faster neural networks show 
a significant reduction in the number of computation steps 
required to detect a certain pattern in a given image under 
test.  Furthermore, another idea to increase the speed of 
faster neural networks through image decomposition is 
presented. There is no problem to normalize the training 
examples used for learning neural networks. Also, there is 
no problem to normalize each sub-image if the test is done 
in the spatial domain. However, practically the most 
computational signal procedures are realized in the 
frequency domain.  Thus, the question arises, how to 

normalize each sub-image in the frequency domain?. The 
problem of sub-image (local) normalization in the Fourier 
space was presented in [4]. Here, a simple solution for this 
problem is presented. Normalizing the input image in the 
frequency domain is achieved by normalizing the input 
weights in the spatial domain. The number of computation 
steps required for weight normalization is proved to be less 
than that needed for image normalization. Mathematical 
calculations prove that the new idea of weight 
normalization, instead of image normalization, provides 
good results and increases the speed up ratio. Moreover, for 
neural networks, normalization of weights can be easily 
done off line before starting the search process. In section 
2, faster neural networks for face/object detection are 
described. The details of conventional neural networks, 
faster neural networks, and the speed up ratio for 
face/object detection are given. A faster searching 
algorithm for face/object detection that reduces the number 
of the required computation steps through image 
decomposition is presented in section 3. Accelerating the 
new approach using parallel processing techniques is also 
introduced. Subimage normalization in the frequency 
domain through normalization of weights is introduced in 
section 4.  

2   Fast Face/object Detection Using 
MLP and FFT 
In this section, a fast algorithm for face/object detection 
based on two dimensional cross correlations that take place 
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between the tested image and the sliding window (20x20 
pixels) is described. Such window is represented by the 
neural network weights situated between the input unit and 
the hidden layer. The convolution theorem in mathematical 
analysis says that a convolution of f with h is identical to 
the result of the following steps: let F and H be the results 
of the Fourier transformation of f and h in the frequency 
domain. Multiply F and H in the frequency domain point 
by point and then transform this product into spatial 
domain via the inverse Fourier transform [1]. As a result, 
these cross correlations can be represented by a product in 
the frequency domain. Thus, by using cross correlation in 
the frequency domain a speed up in an order of magnitude 
can be achieved during the detection process 
[6,8,9,10,11,12,13,14,15,16].      

In the detection phase, a subimage X of size mxn (sliding 
window) is extracted from the tested image, which has a 
size PxT, and fed to the neural network. Let Wi be the 
vector of weights between the input subimage and the 
hidden layer. This vector has a size of mxz and can be 
represented as mxn matrix. The output of hidden neurons 
h(i) can be calculated as follows:  
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where g is the activation function and b(i) is the bias of 
each hidden neuron (i). Eq.1 represents the output of each 
hidden neuron for a particular subimage I. It can be 
computed for the whole image Ψ as follows: 
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Eq. (2) represents a cross correlation operation. Given any 
two functions f and g, their cross correlation can be 
obtained by [1]: 
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Therefore, Eq. (2) can be written as follows [10-14]: 
( )ibiWΨgih +⊗=                     (4) 

where hi is the output of the hidden neuron (i) and hi (u,v) is 
the activity of the hidden unit (i) when the sliding window 
is located at position (u,v) in the input image Ψ and (u,v)      
∈[P-m+1,T-n+1].  

 

5. In order to perform cross correlation in the frequency 
domain, the weight matrix must have the same size as the 
input image. Assume that the input object/face has a size of 
(nxn) dimensions. So, the search process will be done over 
subimages of (nxn) dimensions and the weight matrix will 
have the same size. Therefore, a number of zeros = (N

Now, the above cross correlation can be expressed in terms 
of the Fourier Transform: 

( ) ( )( )             (5) iW*FF1FiWΨ Ψ •−=⊗

(*) means the conjugate of the FFT for the weight matrix. 
Hence, by evaluating this cross correlation, a speed up ratio 

can be obtained comparable to conventional neural 
networks. Also, the final output of the neural network can 
be evaluated as follows:  
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where q is the number of neurons in  the hidden layer. 
O(u,v) is the output of the neural network when the sliding 
window located at the position (u,v) in the input image Ψ. 
Wo is the weight matrix between hidden and output layer. 

The complexity of cross correlation in the frequency 
domain can be analyzed as follows: 

1. For a tested image of NxN pixels, the 2D-FFT requires a 
number equal to N2log2N2 of complex computation steps. 
Also, the same number of complex computation steps is 
required for computing the 2D-FFT of the weight matrix 
for each neuron in the hidden layer.  

2. At each neuron in the hidden layer, the inverse 2D-FFT 
is computed. So, q backward and (1+q) forward transforms 
have to be computed. Therefore, for an image under test, 
the total number of the 2D-FFT to compute is 
(2q+1)N2log2N2. 

3. The input image and the weights should be multiplied in 
the frequency domain. Therefore, a number of complex 
computation steps equal to qN2 should be added.  

4. The number of computation steps required by the faster 
neural networks is complex and must be converted into a 
real version. It is known that the two dimensions Fast 
Fourier Transform requires (N2/2)log2N2 complex 
multiplications and N2log2N2 complex additions [20,21]. 
Every complex multiplication is realized by six real 
floating point operations and every complex addition is 
implemented by two real floating point operations. So, the 
total number of computation steps required to obtain the 
2D-FFT of an NxN image is: 

ρ=6((N2/2)log2N2) + 2(N2log2N2)             (7) 
which may be simplified to: 

ρ=5N2log2N2                        (8) 
Performing complex dot product in the frequency domain 
also requires 6qN2 real operations. 

2-n2) 
must be added to the weight matrix. This requires a total 
real number of computation steps = q(N2-n2) for all 
neurons. Moreover, after computing the 2D-FFT for the 
weight matrix, the conjugate of this matrix must be 
obtained. So, a real number of computation steps =qN2 
should be added in order to obtain the conjugate of the 
weight matrix for all neurons.  Also, a number of real 

Proceedings of the 5th WSEAS Int. Conf. on SIGNAL, SPEECH and IMAGE PROCESSING, Corfu, Greece, August 17-19, 2005 (pp208-213)



computation steps equal to N is required to create 
butterflies complex numbers (e-jk(2Πn/N)), where 0<K<L. 
These (N/2) complex numbers are multiplied by the 
elements of the input image or by previous complex 
numbers during the computation of the 2D-FFT. To create 
a complex number requires two real floating point 
operations. So, the total number of computation steps 
required for the faster neural networks becomes: 
σ=(2q+1)(5N2log2N2) +6qN2+q(N2-n2)+qN2 +N        (9) 

which can be reformulated as: 

σ=(2q+1)(5N2log2N2) +q(8N2-n2) +N            (10) 

6. Using a sliding window of size nxn for the same image 
of NxN pixels, q(2n2-1)(N-n+1)2 computation steps are 
required when using traditional neural networks for 
face/object detection process. The theoretical speed up 
factor η can be evaluated as follows: 

   N )2n-2q(8N )2N2log21)(5N(2q

 2 1)n-1)(N-2q(2n
η

+++

+
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An interesting property with faster neural networks is that 
the number of computation steps does not depend on eith 
the size of the input subimage or the size of the weighth 
matrix (n). The effect of (n) on the the number of 
computation steps is very small and can be ignored. This is 
incontrast to conventional networks networks in which the 
number of computation steps is increased with the size of 
both the input subimage and the weight matrix (n). 
In practical implementation, the multiplication process 
consumes more time than the addition one. The effect of 
the number of multiplications required for conventional 
neural networks in the speed up ratio (Eq. 11) is more than 
the number of of multiplication steps required by the faster 
neural networks. In order to clear this, the following 
equation (ηm) describes relation between the number of 
multiplication steps required by conventional and faster 
neural networks: 
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For general fast cross correlation the speed up ratio (ηg) is 
in the following form: 
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where τ is a small number depends on the size of the 
weight matrix. General cross correlation means that the 
process starts from the first element in the input matrix.  

3   A New Faster Algorithm for Face/Object 
Detection Based on Image Decomposition 
In this section, a new faster algorithm for face/object 
detection is presented. Ss the image size is increased, the 
number of computation steps required by faster neural 
networks is much increased. For example, the number of 
computation steps required for an image of size (50x50 
pixels) is much less than that needed for an image of size 
(100x100 pixels). Also, the number of computation steps 
required for an image of size (500x500 pixels) is much less 
than that needed for an image of size (1000x1000 pixels). 
As a result, for example, if an image of size (100x100 
pixels) is decomposed into 4 sub-images of size (50x50 
pixels) and each sub-image is tested separately, then a 
speed up factor for face/object detection can be achieved. 
The number of computation steps required by faster neural 
networks to test an image after decomposition can be 
calculated as follows: 

1. Assume that the size of the image under test is (NxN 
pixels). 
2. Such image is decomposed into α (LxL pixels) sub-
images. So, α can be computed as: 

α=(N/L)2                             (23) 
3. Assume that, the number of computation steps required 
for testing one (LxL pixels) sub-image is β. So, the total 
number of computation steps (T) required for testing these 
sub-images resulting after the decomposition process is: 

T = α β                                (24) 
The speed up ratio in this case (ηd ) can be computed as 
follows: 

∆2
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where, 

   Ns: is the size of each small sub-image. 
   ∆: is a small number of computation steps required to 

obtain the results at the boundaries between subimages and 
depends on the size of the subimage. 

 
To detect a face/object of size 20x20 pixels in an image of 
any size by using faster neural networks after image 
decomposition into sub-images, the optimal size of these 
sub-images must be computed. The speed up ratio is 
reduced when the size of the sub-image (L) is increased. 
The speed up ratio is increased with the size of the input 
image when using faster neural networks and image 
decomposition. This is in contrast to using only faster 
neural networks. The number of computation steps required 
by faster neural networks is increased rapidly with the size 
of the input image. Therefore the speed up ratio is 
decreased with the size of the input image. While in case of 
using faster neural networks and image decomposition, the 
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number of computation steps required by faster neural 
networks is increased smoothly.  Thus, the linearity of the 
computation steps required by faster neural networks in this 
case is better. As a result, the speed up ratio is increased. 
Increasing the speed up ratio with the size of the input 
image is considered an important achievement. 
Furthermore, for very large size matrices, while the speed 
up ratio for faster neural networks is decreased, the speed 
up ratio still increase in case of using faster neural 
networks and matrix decomposition. Moreover, the speed 
up ratio in case of faster neural networks and image 
decomposition is increased with the size of the weight 
matrix which has the same size (n) as the input window. 
For example, the speed up ratio is for window size of 
30x30 is larger than that of size 20x20. To detect small in 
size matrices such as 5x5 or 10x10 using only faster neural 
networks, the speed ratio becomes less than one. On the 
other hand, it is clear that using fast neural and image 
decomposition, the speed up ratio becomes higher than one 
and increased with the dimensions of the input image. The 
dimensions of the new subimage after image 
decomposition (L) must not be less than the dimensions of 
the face/object which is required to be detected and has the 
same size as the weight matrix. Therefore, the following 
equation controls the relation between the subimage and 
the size of weight matrix (face/object to be detected) in 
order not to loss any information in the input image. 

nL ≥                                   (26) 
For example, in case of detecting 5x5 pattern, the image 
must be decomposed into no more subimages of size 5x5.  
 
To further reduce the running time as well as increase the 
speed up ratio of the detection process, a parallel 
processing technique is used. Each sub-image is tested 
using a faster neural network simulated on a single 
processor or a separated node in a clustered system. The 
number of operations (ω) performed by each processor / 
node (sub-images tested by one processor/node) =  

nodes/ProcessorsofNumber
imagessubofnumbertotalThe

ω
−

=            (27) 

Pr
αω =                                (28) 

where, Pr is the number of processors or nodes. 

The total number of computation steps (γ) required to test 
an image by using this approach can be calculated as: 

 γ=ωβ                                 (29) 
By using this algorithm, the speed up ratio in this case (ηdp) 
can be computed as follows: 

)/pr)sN)2n-2
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where, ceil(x) is a MATLAB function rounds the elements 
of x to the nearest integers towards infinity. 
A further reduction in the computation steps can be 
obtained by dividing each sub-image into groups. For each 
group, the neural operation (multiplication by weights an
summation) is performed for each group by using a s

es at the same 

2)  

Furthermore, if the num

η=q(2n2-1)(N-n+1)2/ (1+ε)               (33)  

In this case, as the length of each group is very sm

ated that image normalization to avoid 
weak or strong illumination could not be done in the 
frequency space. This is because the image normalization 

 

rmalizing the image can be 

d 
ingle 

processor. This operation is done for all of these groups as 
well as other groups in all of the sub-imag
time. The best case is achieved when each group consists 
of only one element. In this case, one operation is needed 
for multiplication of the one element by its weight and also 
a small number of operations (ε) is required to obtain the 
over all summation for each sub-image. If the sub-image 
has n2 elements, then the required number of processors 
will be n2. As a result, the number of computation steps 
will be αq(1+ε), where ε is a small number depending on 
the value of n. For example, when n=20, then ε=6 and if 
n=25, then ε=7. The speed up ratio can be calculated as: 

η=(2n2-1)(N-n+1)2/α(1+ε)               (31)  

Moreover, if the number of processors = αn2, then the 
number of computation steps will be q(1+ε), and the speed 
up ratio becomes: 

η=(2n2-1)(N-n+1)2/ (1+ε)                (3

ber of processors = qαn2, then the 
number of computation steps will be (1+ε), and the speed 
up ratio can be calculated as: 

all, then 
there is no need to apply cross correlation between the 
input image and the weights of the neural network in 
frequency domain.  

4   Subimage Centering and Normalization in 
the Frequency Domain 
In [4], the authors st

is local and not easily computed in the Fourier space of the
whole image. Here, a simple method for image 
normalization is presented. No
obtained by centering and normalizing the weights as 
follows [4]. 

Let X rc
_

 be the zero-mean centered subimage located at 
(r,c) in the input image ψ: 

rcxrcXrcX −=                     (34) 

where, x  irc s the mean value of the sub image located at 
ion 

subimage 
posit (r,c). We are interested in computing the dot 
multiplication between the Xrc  and the weights 
Wi the of hidden layer as follows: 
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 multiplication denoted by (•) is not a matrix 
ation but is done element-wise (multiply each 

element in the first matrix by its corresponding element at 
the same position in the second matrix and sum up the 
results to obtain a one final value). Combining Eq. (24) and 
Eq. (25), we get the following expression: 

=

The dot
multiplic

iW2n
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d matrix dot by 
the mean of the first one and summing the results of 
multiplication. Therefore, Eq. (26) can be written as: 

−•=•         (37) 

For any two matrices with the same size, multiplying the 
first matrix dot by the mean of the second and summing the 
results the same as multiplying the secon

2n
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i
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The zero mean weights are given by: 
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Also, Eq. (27) can be written as: 
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which means that multiplying a normalized im
non-normalized weight matrix dot multiplication is equal to 
the dot multiplication of the non – normalized image with 
the non-normalized weight matrix. 

5 Conclusion 
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