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Abstract - Hand gesture recognition has been a major challenge during the recent years.
Many of the hand gesture recognition systems however, have been restricted to a few number
of possible movements. Some applications such as gesture recognition in understanding sign
languages, include a large number of classes and need an automatic learning method for
extracting the features of each class. An important characteristic of these applications is that
each sample belonging to a class may have a different length and the position of the key
features may change. In this paper we have proposed a syntactic method for classifying the
input sequences. The grammer of the method is extracted during training stage.
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1. Introduction
During the past decade, the user interfaces
have evolved from simple text based
devices such as keyboards to graphical
interfacing devices like mice. Still in many
applications such as 3D virtual
environments, these devices are
inconvenient and do not reflect the
naturalness available in human
interactions. Using hand gestures for
human-machine interaction on the other
hand involves the recognition and
interpretation of hand and body
movements [1][2][3]. This in turn includes
many aspects such as motion modeling,
analyzing and recognition of hand
gestures, pattern recognition and machine
learning. Gesture recognition systems in
general can be divided into three main
components: Image preprocessing,
tracking, and gesture recognition. In
individual systems some of these
components may be merged or missing,
but their basic functionality will normally
be present.
a. Image preprocessing:
This component includes the task of
preparing the video frames for further
analysis by suppressing noise, extracting

important clues about the position of the
hands and bringing these on symbolic
form. This step is often referred to as
feature extraction.
b. Tracking:
On the basis of the preprocessing, the
position and possibly other attributes of the
hands such as the position and orientation
of fingers and so on must be tracked from
frame to frame. This is done to distinguish
a moving hand from the background and
other moving objects, and to extract
motion information for recognition of
dynamic gestures.
c. Gesture recognition:
Based on the collected position, motion
and pose clues, it must be decided if the
user is performing a meaningful gesture.
The knowledge about the hands used for
the tracking and recognition can exist on
different levels of abstraction. A gesture
may be considered as a sequence of hand
poses. The appearance of the individual
poses is learned from a large number of
training images. The next step involves the
continuous recognition of these sequences
of poses. This study considers the
recognition phase of the hand gesture
recognition procedure. We compare the
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different learning methods and discuss the
suitability of each one for this specific
application. Our method which falls in
syntactic learning group of the machine
learning algorithms has been
experimentally verified at the end of the
paper. This paper has the following
organization: section 2 is a brief review of
the learning algorithms. Section 3 explains
our proposed method and section 4
discusses the experimental results.

2. Machine learning
Inductive learning methods [5][4][6][7]
[10][11] are based on the creation of a
decision tree using the examples in a
consistent form. ID3 which was introduced
by Quinlan in 1986 builds a decision tree
by choosing a good test attribute that
partitions the instances into smaller sets for
which decision sub trees are constructed
recursively. For a learning problem in
which a database of instances is available
and is not likely to change, ID3 is a good
choice, Other researcher such as
Schlimmer (1986), Utgoff(1988), and
Quinlan (1993) tried to improve ID3 by
maintaining the positive and negative
instance counts of every attribute that
could be a test attribute for the decision
tree or sub tree, modifying the replacement
method of test attributes and reshaping the
tree by pulling the test attributes up from
below, and considering continuous
attributes. ID4,ID5, and C4.5 algorithms
that were introduced by these researchers
are in fact modified forms of ID3 method.
ILA2 proposed by Tolun et al works in an
iterative fashion, each iteration searching
for a rule that covers a large number of
training examples of a single class. Having
found a rule, ILA2 removes those
examples from the training set by marking
them and appends a rule at the end of its
rule set. In other words, the algorithm
works on a rules-per-class basis.  The main
problem in applying these methods to hand
gesture recognition systems is the time
dependency of the features extracted from
the image sequences. Many researchers

have considered Hidden Markov Models
(HMM) as a solution to this
shortcoming.[12] However, HMM based
learning needs a large number of training
samples for different combinations of the
available features. [12]
Structural learning also known as the
syntactic method is based on
interrelationships of features. This method
is appealing because of the description it
can give a user on how and why it
classified something the way it did.
Structural pattern recognition systems
employ syntactic grammars to discriminate
among objects based upon the arrangement
of constituent features extracted from each
object.  Domain knowledge is required to
guide the application of structural
techniques for both feature extraction and
classification.  Structural recognition
systems can deal with the cases in which
number of features is not the same in all
examples belonging to a class and noisy
inputs. Assuming each detected hand pose
in a stream of input images as a structural
feature, the number of poses (features) in a
stream depends on the frame rate of the
capturing device and the moving speed of
the hand. On the other hand the reliability
of the hand pose detection system is not so
high. This makes syntactic learning and
recognition method more suitable for hand
gesture recognition application.

3. Proposed method
Considering the varying characteristic of
the input sequences, our proposed method
is based on a structural recognition
algorithm. We have considered a syntactic
method for extracting a set of pattern
primitives and a set of rules that governs
their interconnection. Each grabbed frame
is compared to a set of predefined images
of the possible states and annotated
accordingly. The sequence of image
frames obtained in this way constructs a
string of labels. The set of label strings
obtained form training sample sequences
are used in extraction of the governing
rules automatically. The set of rules
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created in the previous step is used for
defining a recognizer or classifier which is
used in testing the system with random
input strings. Similar to all syntactic
recognition methods, we have used a
grammar to define the set of strings
(sentences) generated by each valid hand
gesture. A pattern belongs to a class if it
represents a valid sentence only producible
by the grammar of that class. The set of
terminals ( ) consists of the labels
assigned to each hand pose and is common
to all grammars. The main role of the
production rules is eliminating the effect of
hand motion speed which causes a
repetition of some of the frames and
therefore strings with different lengths for
a given hand gesture. For the training stage
we have assumed the key frames are not
missing in the strings.

3.1. String Matching
Assuming that two string, A and B, are
coded forms of a1,a2,a3 ,an and
b1,b2,b3 ,bn  respectively we define the
number of the symbols that do not match
as

Q = max( |A| , |B| ) – M
where |arg| is the length in the string
representation of the argument. This
measurement considers the cases where we
have a wild character in the pattern which
may match zero or more characters of the
same type. To measure the similarity
between A and B the ratio
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Hence R is infinite for a perfect match and
0 when none of the symbols in A and B
matches. Since the matching is done
symbol by symbol, the starting point of the
string is important. We have assumed that
the frames which have not been identified
by the previous step in the gesture
recognition system may happen at the
beginning of the input strings and the
matching process will simply ignore them.
This means that the user to start a gesture
should put his/her hand in a pose that is not

recognized by the system as a valid pose.
(fist for example)

3.2. Learning
Let’s assume all training samples are given
in a set R. Clearly R is a subset of *
which is the set of all strings composed of
elements from . The set of all possible
states in the classifier can be found by
defining zw as strings obtained from
adding z  and zw R for some w in *.
For a positive integer k the tail of z with
respect to R as the set

h( z, R, k ) = { w | zw  R, | w | k }
This gives the set of strings w with the
properties

• zw R means zw is  a
member of R

• |w|  k means length of k
tail of z  should be less than
k

To learn all rules for building a particular
string from a set of samples, we try to
construct the set Q of all tails of the given
string with lengths Ki where index I varies
from zero to the length of the given string.
To handle the repetition of a symbol ina
string we define the extended set of
accepted strings as
{q’ | q’  Q, q’= h( za, R, k ) ,q = h( z, R,

k )}
where a is the last symbol of z.

4. Experimental Results
We have considered ten different gestures
for recognition. Each gesture starts a
closed hand pose (fist) and includes some
key poses. Figure 1 shows the key gesture
poses in our system. Intermediate poses are
either the translated and rotated forms of
the key poses or a transition from one key
pose to another. In this study we have
assumed that the detection of the key and
intermediate poses is carried out by
another part of the system. Our aim here is
two folds. First learning sequences of key
and intermediate poses and second
recognition of these sequences in a string
extracted from a gesture.
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Figure 1. The key poses used in training
stage.

A sample string used for training a hand
gesture is given in Figure 2. We have tried
learning and recognition of 12 different
gestures. Each gesture includes a set of key
poses and a group of intermediate poses.

Figure 2. A sample gesture sequence used
for training.

We have assumed that during training
stage all sequences contain the correct
number of key poses. Intermediate poses
which are a rotated form of a key pose are
labeled the same. We have restricted the
amount of rotation for an intermediate pose
to 45 degrees. Our pose estimation step
returns the nearest key pose label and a
rate of fidelity between the current pose
and the nearest key pose. This helps us to
identify the intermediate poses which are a
transition from one pose to another by
thresholding the fidelity rate. A low
fidelity value means a possible error or
unrecognized pose. These frames are
simply ignored in our system.  The
extracted syntax for the gesture in Figure 2
is given below.
Starting key frame id : K1

Ending key frame id : K11

Intermediate frames : M1,   and  M11,

where the numbers refer to the nearest key
poses,  is the amount of rotation and  is
the fidelity value between intermediate and

key poses. The grammar rule for the
gesture is defined as

{ k1. (M1, )n . (M1, )m . k11 | n,m  1 }

A finite automata model of the grammar is
also given in Figure 3.

Figure 3. The state transition for the
sample gesture

Figure 4 shows a sample gesture of the
type given in Figure 2. Here we have no
assumption on the results of pose
recognition step which means the key
poses may be missing. Also it is worth
noting that the number of intermediate
poses between the key poses is more than
the training sample of Figure 1.

Figure 4. A sample gesture sequence used
for recognition.

The probability of having a sequence
ignored as unrecognizable depends on the
results of the pose recognition stage but the
following features considered in our
algorithm improve the performance.

• There can not be any fluctuation in
the sequence of the intermediate
poses between two key poses.
These intermediate poses are
labeled the same as the key frames
at the two ends of the sequence so
we can easily identify
misinterpreted poses.
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• The sequence of intermediate poses
also help us correct the mistakes in
identifying key poses assuming that
the neighboring poses to a key pose
should have the same label as the
key pose itself.

• A missing key pose is handled as a
wild character in string matching
stage.

• In case of absence of an exact
match after string matching stage,
the number of wild characters
(missing key frames) is used in
assigning a reliability value to each
output.

5. Conclusion

We have proposed a syntactic learning
algorithm fro learning hand gestures from
a sequence of estimated hand poses. The
proposed learning algorithm accounts for
variations in the hand motion speeds and
errors in recognizing the hand poses due to
perspective, deformation and noise. Our
algorithm needs less training samples and
is fast in both training and detection stages.
Our experiments show that the method is
well suited to the human computer
interaction systems.
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