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Abstract: - A simulation framework is presented for testing and optimizing new and existing TCP algorithms. It is 
based on the NS2 simulation tool, integrating new modules and extensions to existing modules. It provides a 
testing environment where new TCP algorithms can be introduced and existing TCP algorithms can be modified. 
The framework also includes various network topologies, transmission media, and traffic conditions that simulate 
network traffic environments for TCP performance to be tested and optimized.   
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1. Introduction 
TCP is the most common transport layer protocol 
that the majority of IP enabled computing devices 
are using to communicate within a LAN or via the 
public Internet. It provides reliable, connection-
oriented services that are very important for reliable, 
guaranteed data delivery over a variety of network 
topologies, transmission media, and network traffic 
conditions. Several applications that run in small, 
large, wireline, wireless, fixed, and mobile 
computing device are consumers of this service. 
These applications would have to implement such a 
service themselves if TCP were not available. There 
are several parts of the reliable, connection-oriented 
service the TCP protocol provides that are managed 
by appropriate algorithms; end-to-end flow control 
and congestion control being the two key parts. 
Depending on the type of algorithm each part of the 
TCP service is using, the transmission medium, the 
network topology, and the traffic conditions the 
performance of the TCP service may vary 
considerably. TCP algorithms that work well in 
LANs may not necessarily work efficiently in 
computing paradigms involving wireless or satellite 
communications and may considerably affect data 
throughput.  

A number of different TCP algorithms are 
available and have been evaluated in conjunction 
with various computing paradigms [1,2,3]. 
Unfortunately, there is not one single algorithm that 
is suitable for all communication paradigms and 

network topologies. Therefore, each algorithm needs 
to be evaluated individually within the 
communication paradigm it is going to participate in 
and it may need to be “tweaked” before it is 
deployed into production. A simulation framework 
with the capability to readily implement test 
scenarios that evaluate the performance of a new, 
existing, or “tweaked” TCP algorithm is of great 
importance to the researcher and the engineer alike. 

In this paper, we present a first version of a 
simulation framework that will enable rapid and 
extensible evaluation of new and existing TCP 
algorithms. It employs the NS2 [4] simulation 
toolset and libraries of components that can be 
readily assembled to create a testbed for the 
evaluation and the optimization of TCP algorithms 
for the communication they will have to support. 
  
2. The Framework 
Evaluation of the performance of a TCP algorithm is 
a function of four main elements: Flow Control, 
Congestion Control, network configuration, network 
traffic conditions, and transmission media. These 
elements form the five component libraries of the 
framework we introduce in this paper. Combinations 
of these components are used to create 
communication paradigms that are simulated using 
the NS2 toolset. So far, we have integrated a 
collection of TCP algorithms implemented for 
simulation in NS2 and we are in the process of 
creating interfaces that will allow modification flow 
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control and congestion control mechanisms within 
each algorithm and the introduction of new 
mechanisms altogether. Our next step includes the 
implementation of additional TCP algorithms that 
are not available for simulation in NS2 yet and the 
creation of a TCP-algorithm template that will allow 
the user to practically build his/her own TCP 
algorithm. Templates of common communication 
paradigms over various transmission media, network 
configurations, and traffic conditions are developed 
concurrently. Extensibility that combines network 
configurations   
 
3. Simulation Examples 
To illustrate the ay our framework operates, we 
installed NS2 on an Intel based machine running 
Linux and we simulated three TCP flows (based on 
TCP Vegas) over a wireline topology shown in 
figure 1. Each flow corresponded to an FTP client 
that connected to an FTP server through one network 
node (Node 1). The speed of each transmission line 
was 10Mbps and the propagation delay 10ms.   
 

 
 

Each TCP flow had its own time parameters: 
start time, end time, and duration. Figure 2 shows 
the values per flow for each parameter. Each flow 
had a different start time, end time, and duration. 
Flow 1 started at 1sec and ended at 100sec, flow 2 
started at 10sec and ended at 80sec, and flow 3 
started at 20sec and ended at 70sec. Node 1 was a 
network node aggregating all three TCP flows. It 
was configured to include queue buffers managed 
according to a fair queuing algorithm implemented 
as Stochastic Fairness Queuing. The topology and 

the parameters were programmed into NS2 using 
TCL script. 
 

 
 

First, we run the simulation to obtain a 
baseline of the behavior of the TC-Vegas algorithm. 
The simulation was visualized using the nam 
module. A snapshot of the topology, the flows, and 
the queue size at node 1 is shown in figure 3. 
 

 
 

The contribution of each flow to the queue 
of node 1 was color coded to facilitate visualization. 
A number of performance evaluation measures can 
be used. Here, we present three representative 
performance measures: the size of the TCP 
congestion window (Fig. 4), the measured Round 

Fig. 3: Simulation of the paradigm shown in 
Figure 1 using NS2 with FTP flow durations 
shown in Figure 2. Circles 0, 1, and 2 
represent the FTP clients and circle 4 
represents the FTP server.

Fig. 2: FTP flow duration for each client 
shown in Figure 1. Note the six transition 
points as FTP flows start and end.  
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Fig. 1: A paradigm involving three FTP  
flows over a wireline topology.  
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