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Abstract:- The technological evaluation of process control systems has led to a great increase in both the 
number of field devices (e. g. sensors and actuators) and the flow of information exchanged between them and 
the control systems. In this paper, a strategy for an industrial standard, the SP- 50 FieldBus, is proposed to 
support the intracell and Local Area Network (LAN) to support the intercell real time communications. Two 
levels of scheduling are presented: one for fieldbus communication and the other for tasks to be executed. 
Three routines are proposed for scheduling and these are Guarantee, Bidder, and Decision Routines. The 
Decision-Maker routine is implemented by using two methods, Fuzzy-Logic set and Neurofuzzy system. A 
comparison between the two methods is presented too in this paper. 
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1 Introduction 
The evaluation of process control systems towards 
increasingly  distributed architectures has led in the 
last few years to the introduction of fieldbus 
networks, which provide a more efficient 
interconnection of field devices compared with 
traditional systems. In this research each workcell 
in a process control system will be represented by 
IEC/ISA fieldbus system connected by bridges. The 
International Electrotechnical Commission (IEC)/ 
Instrument Society of America (ISA) fieldbus 
standard has the description and specification 
summarized in Table 1 [1,2,3,4,5,6,7,8,9,10,11].                                                                                                   
     The previous real time applications of fieldbus   
suffer    from   the   problem   of   the ditribution of 
jobs between the PCs. In this research a neurofuzzy 
approach is proposed to schedual this distribution 
efficiently. The scheduling algorithm found in each 
PC [Link Active Schedular (LAS)] of any workcell, 
consists of three algorithms, Guarantee, Bidder and 
Decision algorithms. The cooperation can  be 
obtained after exchanging some messages between 
LASs. So LAN is used to connect LASs in this 
proposed control system. 
  

 

    

   The number of levels into fieldbus architecture is 
minimal to guarantee maximum speed in the 
transmission of data in real time systems [2,6,7,12]. 
A data link entity (DLE) of fieldbus is a logically 
active object, such as a part of network operating 
system, which can send/receive packets to/from the 
interconnection network and acts according to the 
data link layer protocol of fieldbus.There are three 
classes of DLE in the fieldbus data link layer 
protocol, Link Master (as LAS), Basic and bridge 
[12]. 

     As described before, multi-access bus networks 
are more suitable than point-to-point networks for 
many small-area applications, such as computer-
integrated manufacturing systems, campus 
networks, and various general-purpose networks for 
a small area. They are simple, economical, and their 
propagation/delays are small. Hence, a multi-access 
bus will be used in the proposed system model as 
shown in Fig.1 

 
2 The Proposed System Model 
Many tasks in process control applications are 
inherently distributed and have severe real-time 
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constraints. Because their execution deadlines 
must be met, these tasks are said to have hard real-
time constraints. In this research the dynamic 
scheduling on Hard Real Time Systems (HRTS) 
with hardware system architecture described in 
Fig.2 is investigated. HRTS consist of tasks that 
are invoked or launched in a timely manner. Tasks 
can be either periodic or aperiodic. 

     Periodic Tasks: are occurring regularly every 
∆T. They are characterized by a period (I), worst 
case a computational time (e), deadline (d) and 
starting time (a). To accommodate the deadline 
requirements, the first invocation must be 
completed by the time t0+d, the second invocation 
(starting time t0+I) must be finished by time a+d, 
etc. Basically, periodic tasks are generated by data 
sampling from the sensors.  

     Aperiodic Tasks: unlike the periodic one are 
invoked at irregular times and, consequently, they 
are characterized only by e, d, and a. They can be 
invoked once or more. 

In the proposed system, each PC has the capability 
of LAS and has many other tasks (e.g. control 
algorithms), so it has two level of scheduling for 
both periodic and aperiodic tasks. 

1- Level one –Feildbus Scheduling: Finding an 
instance of transmission by using a method 
proposed recently by Ali [11,15].  

2- Level two-CPU Time Scheduling: Scheduling 
time of CPU tasks execution of each PC. This 
scheduling is prepared depending on the 
transmission instances (found in level one) which 
represents the deadlines of the tasks. It means that 
the CPU must complete the required operation for 
each task before, or as close as possible, to its 
deadline (transmission instance). In this paper, level 
two is implemented using the following scheduling 
method. 
 
3  Scheduling Method 
Dynamic scheduling algorithm decides which task 
to run next during program execution, while in 
Static scheduling algorithm, the scheduling 
decision is made in advance before execution. 
When an event occurs, the runtime scheduler looks 
at a table to see what to do. 

    The proposed system needs both dynamic and 
static scheduling algorithms. Any set of periodic 
tasks must meet the utilization condition [16]: - 
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Where: µ : Utilization factor 

m: Number of periodic tasks. 

Ci: CPU time needed by task i. 

Pi: The periods of task i. 

Each PC [LAS] in Fig. 1 has  Guarantee, Bidder 
and Decision Algorithms. 

To provide these algorithms each PC [LAS] 
maintains a System Task Table (STT) for all local 
periodic or aperiodic tasks guaranteed at any point 
in time. The STT is constructed along the least 
common multiple of the periods of all periodic 
tasks. Tasks in the STT are ordered by their 
arriving instants of time and, within each arrival 
time, by their deadlines. When a new task is arrived 
the PC checks if it is periodic or aperiodic. If it is 
periodic then PC checks the schedulability of this 
task with all other tasks in STT, otherwise, the PC 
executes a guarantee routine. This routine uses a 
dynamic priority assignment, implementing the 
EDF (Earlier Deadline First) rule [4,16]. A task is 
accepted only if it passes the schedulability test and 
doesn’t jeopardize the tasks already guaranteed in 
STT [17, 18, 19, 20]. 

 

3.1 Gurantee Routine for Aperiodic Task 
A dynamic routine that can be successfully used in 
dynamic scheduling is introduced. This routine uses 
a dynamic priority assignment, implementing the 
EDF rule. Each element in the STT list is a data 
structure called it TASK; that memorizes the 
processor sharing among the tasks. Each TASK 
describes as a Slice Time (End Time – Start Time) 
assigned to a task characterized by Arrival Time, 
Execution Time and Deadline. The time between 
two tasks represents the Available Time, i.e. the 
time in which the processor is not busy.  

If the new task cannot be accepted, then the 
local PC  (which receives the new task) broadcasts 
the information about this new task [arrival time, 
execution time, deadline, and period (if the new 
task is periodic task)] beyond the LAN to all PC’s. 
After that a bidder routine runs on each PC 
connected to the LAN.  

The new task, either periodic or aperiodic, must 
be examined for schedulability soon after they 
arrived. To facilitate this, both the bidder and the 
local scheduler tasks are executed as periodic tasks. 
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The period and computation time of these tasks is 
determined a priori by the nature of tasks.  

The above scheme is based on the assumption 
that there is a communication module, executing on 
a processor separate from the CPU on which tasks 
are scheduled. That module is responsible for 
receiving communication from local sources as 
well as from other PCs. Based on the type of 
communication, this module stores received 
information in the appropriate data structure so that 
they will be looked at when different tasks are 
executed. 

 

3.2  Bidder Algorithm 
Each PC has two bidder algorithms one for periodic 
and the other for aperiodic task. 

a) Bidder Algorithm for Aperiodic Tasks: - A 
bidder algorithm runs on each PC and is 
started by a Request For Bid signal [RFB] 
(which broadcasted by the local PC). It 
should return the degree to which the PC 
can guarantee the task.  

 In this approach, searching the STT within the 
interval between the arrival time and the deadline 
of the aperiodic new task only and look for 
parameters that can influence the schedulability of 
the new task. The analysis is done in connection 
with our guarantee routine and EDF rule. Among 
the parameters that can influence the schedulability 
of a task we can enumerate: 

1- Available time (AT) – Is the time between 
the arrival time and the deadline of the new 
task when the processor is idle. 

2- TD – Cumulated execution times of already 
guaranteed tasks that have to be delayed as 
result of accepting the new task. 

3- ND – The number of already guaranteed tasks 
that will be delayed by the new task. 

In this approach let TD and ND represent the 
Scheduling Cost (SC). 

The bidder algorithm performs only an 
approximation of the above parameters and sends 
them to the initiator of RFB (local PC).  

B) Bidder Algorithm for Periodic Tasks: - This 
algorithm is similar to the previous one except the 
parameters that can influence the schedulability of  
task will be here the number of Periodic Tasks (PT) 
and  the number of APeriodic Tasks (APT). To 
ensure that no PC accept any new task (periodic or 

aperiodic) until the local PC take its decision, is 
that each PC can accept any new task after a fixed 
interval of time if it is not receive any message 
form the local PC. 

    The local PC waits for a fixed interval of time 
[estimated interval] for bids to come form all PC’s. 
The local PC receives the bids and make a decision 
to select the best bid among all bids which arrived 
within the waited interval time and neglects those 
bids that are arrived after that time. 

 

3.3 Decision-Maker Algorithm 
The decision-maker algorithm completes the 
distributed scheduler. It runs on the initiator of RFB 
[local LAS] and uses information supplied by 
bidder algorithm. The question that decision maker 
answers is: “ Having received the bidding 
parameters from each PC, and which one is the best 
to send the task to. To handle this qualitative 
information about the parameters delivered by the 
PC and its capacity to guarantee the new task, we 
rely on Fuzzy Sets theory and implement the 
decision- maker Algorithm using Fuzzy-Logic and 
Neurofuzzy Algorithms. 

 

3.3.1 Fuuzzy-Logic Algorithm 

The idea is to make particular use of approximate 
reasoning to find the qualitative dependence 
between bidding parameters and the capacity of a 
PC to accommodate a new task. The fuzzy rules are 
formed on depending on the type of the task, 
aperiodic or periodic. If the new task is periodic 
then the two parameters of each PC are the number 
of periodic and aperiodic tasks, but for aperiodic 
new task the parameters are the available time and 
the scheduling cost. The conclusion of the rules is 
another fuzzy variable, called Select that has a 
value on the interval [0,10] with thirteen intervals 
(six intervals each side of number five). To make 
the calculation easy and reliable all fuzzy sets are 
built with a universe of discourse [0,10] with 
thirteen corresponding intervals. 

     Four types of Rules for aperiodic and periodic 
new task are used (9, 16, 25 and 36 rules). The 25 
fuzzy rules are shown in Fig. 2. 

     The result of the execution of twenty different 
cases using different fuzzy rules numbers to make 
the decision of selecting the better offers comes 
from the bidding LASs to the local LAS, are shown 
in Fig. 3. It is clear that better result are obtained 
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when 25 fuzzy rules are used. The delay time 
caused by the on-line implementation of the fuzzy 
logic can be overcome by training a neural network 
off- line to learn the fuzzy logic algorithm. 

 

3.3.2  Neurofuzzy Algorithm 

     The design procedure towards integrating the 
rule-based fuzzy logic with neural networks can be 
implemented by two approuches [21,22,23]: 

i) Structural Neurofuzzy Approach 

The overall system is composed of three 
components: 
∗A Fuzzifier is used to convert the scaled input 
into its fuzzified values in the predefined Universe 
Of Discourse (U.O.D) using the triangular equation 
form. This fuzzifier has five fuzzy sets with their 
memberships function. Such fuzzifier will need 
very huge architecture, large memory storage and 
time consuming when Back –Propagation Neural 
(BN) adaptation mechanism is used. Therefore the 
neural network is not used in the fuzzifier level. 

 ** Fixed Fuzzy Production Rules (FPRs):-Given 
twenty five FPRs shown in Fig.2a for aperiodic 
new task and Fig.2b for periodic new task can be 
learned by the Back –Propagation algorithm 
charaterized by: 

))1()(()()1( −−++=+ tWtWXtWtW ijijijijij αηδ  
Where, 

=)(tWij weight from node i to node j at time (t), 
iX = input to node j from node i, 

η  = learning rate with the range of 0 < η < 1, 
α  = momentum term with the range of 0 <α < 1; 
and 

jδ = an error term of node j. 

    Let symbols x and y for the two inputs of the 
decision algorithm. Where x may be Available 
Time (AT) for aperiodic new task or Number of 
Periodic task (PT) for periodic new task while y 
may be a Scheduling Cost (SC) for aperiodic new 
task or Number of Aperiodic task (APT) for 
periodic new task. The already defined five fuzzy 
sets for both inputs will give five memberships for 

each one, these are µ x and µ y respectively 
which are the output of fuzzifier and the input to 
the FPRs BNN. 
    Let X and Y be the scaled values of x and y 
respectively; their values are limited in the range 

[0-10]. Fig.4 shows a BNN with 10 nodes input 
layer receiving the membership functions related to 
X and Y, a 21 nodes nonlinear hidden layer (the 
number of hidden  units is chosen by trial and 
error) and a linear output layer of 13 nodes 
(number of intervals found in the universe of 
discourse). The 13 nodes of output layer give the 

select action vector U for each input pattern. 
Twenty five input/output patterns are applied for 
aperiodic new task and for periodic new task.  
∗∗ ∗  A Defuzzifier: is used to compress the fuzzy 
output set into a crisp output. The crisp output will 
be calculated by using a center of gravity 
defuzzification strate. 
ii) Functional Neurofuzzy Approach 
    This system is formed by training BNN on the 
basis of fuzzy number rules described by their 
central values which are extracted using clustering 
algorithm from the available input- output data 
collected from the structure stage. 

When using a structural Neurofuzzy approach 
in the Decision algorithm, shown in Fig. 5, two 
points should be taken into account: 

1- Huge architecture is required for real-time 
implementation and, 

2- The difficulty of hardware implemention. 

To overcome these two limitations a Functional 
Neurofuzzy approach is used. The possibility of 
crsip output (U) can be calculated in advance (off-
line) because all input possibilities are known 
apriori using the fuzzy decision algorithm. 

     Referring to the proposed system, the number of 
intervals is 13 intervals. So, the possibility of any 
input value will be in one of these intervals. 
Because of the number of inputs is equal to two (X 
and Y) then the number of all possibilities are 13 x 
13 (i.e. 169). 

     When performing all these possibilities of inputs 
to the Decision algorithm implemented by fuzzy 
rules then, 169 crisp output values could be 
obtained corresponding to them off-line.A BNN 
shown in Fig. 5 can be used to learn these inputs 
and their corresponding output off-line. The 
application of the trained neural net on-line will 
speed up the selection of the better offer  (select 
PC). It is clear from Fig. 5 that the BNN consists 
of: 

a) Input layer with two nodes representing the 
two inputs x and y after scaling them in the 
range of [0-10].  
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b) 5 hidden nodes with a bias equal to 1 and a 
sigmoid nonlinearity. 

c)  A linear output layer of node 1, which 
gives the crisp output value (U) for each 
input pattern. 

    Once the selected PC receives a new task, it 
executes a Guarantee Routine for aperiodic new 
task to check its schedulability with system’s task. 
If the new task is periodic then the PC checks also 
the schedulability of the system with this new 
arrived task. When the new task fail in the test of 
schedulability then the selected PC will be the local 
PC and starts to find another PC in the same way 
that explained earlier. 

 

4  Comparison Between Fuzzy and   
    Neurofuzzy 

From the result shown in Fig.6 the following 
points can be noticed:- 
1- The better offer of bids, which was chosen in all 
examples, is approximately the same in the three 

methods.  
2- In few cases, selection of better offers obtained 
by neurofuzzy approach were not as that selected 
by fuzzy approach. However, one can make use of 
the advantages obtained by using neurofuzzy 

approach.                                                               
3- The neurofuzzy net can make a decision, it 
about how the rules of fuzzy can work. So it has its 
own decision, which is not necessary the same as 
that obtained by fuzzy approach. 
4- The values of Select action (U) obtained from 
Structural neurofuzzy are different from that 
obtained by fuzzy approach but they are in the same 

slope.                                                                     
5- The values of Select action (U) obtained from 
Functional neurofuzzy are similar to that obtained 

by fuzzy approach.                                                  
 
  

5  Conclusion 
Based on the results obtained, we can say that it is 
better to choose the functional neurofuzzy approach 
over the others because of the following reasons:     

   
1- Smaller size net is used compared with structural 
neurofuzzy and consequently needs a small size of 

memory.                                                                
 2- Faster selection of node number is obtained 

compared with the structural neurofuzzy. Moreover 
calculations are performed off-line as compared 

with on-line calculation in the fuzzy approach.        
The output results show that the decision obtained 
from functional neurofuzzy is the best.                     
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Table 1: The specification of The IEC/ISA fieldbus. 
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SC 
AT Excellent V .good Good Medium Low 

Excellent Good V .good V .good Excellent Excellent 

V .good Good Good V .good V .good Excellent 

Good Medium Good Good V .good V .good 

Medium Medium Medium Good Good V .good 

Low Low Low Medium Good Good 

 
(a) 

 

Workcell 

Workcell 

Fig. 1: The proposed system model 
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PT 
APT Excellent V .good Good Medium Low 

Excellent Low Low Medium Medium Good 

V .good Low Medium Medium Good V .good 

Good Medium Medium Good V .good V .good 

Medium Medium Good Good V .good Excellent 

Low Good Good V .good Excellent Excellent 

 
(b) 

Fig.2: Fuzzy rules for (a) aperiodic new task between Available Time (AT) and Scheduling 
Cost (SC) to produce Select variable. (b) periodic new task between Number of 

Periodic tasks (PT) and Number of aperiodic task (APT) to produce Select  variable. 
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                     (a) Aperiodic new task with SC equal to times of delayed task. 
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(b) Aperiodic new task with SC equal to number of delayed task               
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(c) Periodic new task 

Fig. 3 The Performance of the fuzzy decision algorithm  
with different  numbers of rules 
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Fig.4: BNN used to learn 25 FPRs for periodic new task during 1370 iterations with η =0.3, α =0.8, θ o= 1 and Etotal= 0.01 and for 

aperiodic new task during 2698 iterations with η =0.3, α =0.8, θ o= 1 and Etotal= 0.009.  
Where E = Excellent, V= V. good, G= Good, M= Medium, L= Low Good, M= Medium, L= Low 

Fig. 5: BNN used to learn 169 pattern for periodic new task during 17675 iterations with η =0.3, 

α =0.8, θ o= 1 and Etotal= 0.5 and for aperiodic new task during 18850 iterations with η =0.3, α =0.8 , θ o= 1 and Etotal= 0.5 
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(a) Aperiodic new task with SC equal to times of delayed task. 
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(b) Aperiodic new task with SC equal to number of delayed task. 

 

0%

20%

40%

60%

80%

100%

120%

F SNF FNF

Decision Algorithm

Pe
rf

or
m

an
ce

 
(c) Periodic new task 

Fig. 6: The Performance of the decision algorithm with different approaches (F= 25 fuzzy rules, 
SNF= Structural Neurofuzzy and FNF= Functional Neurofuzzy. 
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