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Abstract: In this paper, we report on the modelling activities and the first results in the Eurporean IST project 
MUPBED. The key objectives of the project are outlined, and it is explained how the models in the modelling 
tool OPNET can be adjusted to establish a modelling platform for evaluating the performance improvement of 
allowing the application to provision resources directly in the network. 
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1 Introduction 
The bandwidth and capacity of the interconnec-
tions in the Internet has reached several key-
points potentially allowing for transmission and 
use of high demanding research applications. 
However, no guarantees exist in the Internet Pro-
tocol (IP) for the bandwidth available for specific 
applications regarding the delay and delay jitter. 
Such guarantees are required by high demanding 
research applications like high quality uncom-
pressed video transfer, video conferencing and 
grid applications. Supporting such demands re-
quires that bandwidth in the transport network for 
the application is allocated for each group of ap-
plications.  
The objective of the European IST project 
MUPBED is both horizontal and vertical integra-
tion of networks and applications. Horizontally, 
the integration is established by interconnecting 
five larger European testbeds through the common 
network of GÉANT operating with GMPLS and 
ASON transport technologies.  
Vertically, the objective is to integrate the applica-
tions with the transport control layer through es-
tablishing a resource communication channel. 
This enables the applications to trigger bandwidth 
allocation, i.e., when a storage application initiates 
transmission, it request for appropriate bandwidth 
that, if available, is allocated until the transmis-
sion is completed. The parameters to use for such 
communication is determined by the types of ap-
plications in future research networks, the applica-
tion requirements and the communications re-
sources that are required for this interlayer inter-
action. 

As a first approximation, four types of applica-
tions have been selected.  
Transmission of uncompressed video: The re-
quired bandwidth requirements are around 300 
Mbit/s with latencies less than 200 ms. 
High quality video conferencing demands high 
bandwidth along with low latency and jitter.  
Massive data transfer is expected to benefit from 
dynamic resource allocation as sessions are well-
defined with huge bandwidth requirements. 
Grid application, which requires access to re-
sources high flexibility, short session times and 
resiliency. 
The MUPBED project is clearly an experimental 
project, which utilises the interconnected test bed 
for identifying the problems and the solutions. 
However, while the experimental work provides 
results for the specific network setup, modelling 
studies are required in order to reproduce, verify 
and analyse the results. In addition, modelling and 
simulation activities are required for addressing 
the scalability of the application for even larger 
networks. 
Hence, modelling activities are initiated in parallel 
to the experimental work. The objective is to in-
crease the understanding of the obtained experi-
mental results and to guide the deployment of ap-
plications in the test bed. Besides the analysis, the 
modelling work will also indicate how the net-
work and the applications are affected by modifi-
cations of the network or applications. 
First, in section 2, the objectives of the modelling 
activities are highlighted and an overview of the 
proposed modelling scenarios is given. Then, in 
section 3, the relevant models in the OPNET 
modelling tool are described, and it is shown how 
LSP setups, application modelling etc. are imple-
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mented into the tool. However, some problems 
with the integration of the MPLS path establish-
ment and the RSVP for resource reservation have 
been identified, why this is described in details in 
section 4. Finally, a conclusion of the work is 
provided in section 5. 

2 Objectives of modelling 
With access to a European scale experimental test 
bed one could ask, whether modelling and simula-
tions offers anything, which could not be ad-
dressed through real measurements. While it is 
doubtless that the measurements of the perform-
ance of the applications in the network provide 
accurate and real world results, they might be dis-
turbed by a number of factors that cannot easily 
be controlled. Simulation can help in these cases. 
Sometimes simulations are even superior to meas-
urements because all conditions are known, which 
would elsewhere require that the measurements 
are done in a perfectly well known and well con-
trolled environment. 
However, it makes no sense to implement simula-
tions if the results are not in correlation with the 
real world measurements, why the results of the 
simulations are verified with experimental data 
and vice versa.  

2.1 Scenarios 
The modelling activities are divided into three 
main scenarios. First, a network with similar 
properties as the MUPBED network is modelled 
with pure IP routing. This will serve as a basic 
reference and the model is continuously updated 
with experimental information from the test bed to 
ensure valid model results. Secondly, manually 
installed routes are included in the model from 
end to end with given requirements to QoS. This 
indicates the potential benefit of traffic engineer-
ing across multiple administrative domains. 
Thirdly, the performance of the integration of the 
application layer with the resource reservation is 
evaluated. 
For each performance study a topology conceptu-
ally similar to the one described in [1] is used. It 
should be clearly stated that it is not the intention 
to make a complete emulation of the network, as 
this will hardly add any useful information. The 
idea instead is to simulate how different parts of 
the network are influenced by background traffic, 
delay parameters etc.  
OPNET provides a custom application model, 
where each task, phase and message of the appli-
cation control can be modelled. Video conferenc-

ing and video transmission and storage applica-
tions are candidates for the modelling activities. 
For the video conferencing built-in models from 
OPNET can be modified and for storage applica-
tions new models should be developed based on 
the actual applications that are deployed in the 
MUPBED test bed. 
In the second scenario traffic engineering (TE) is 
manually deployed using static label switched 
paths. This enables path differentiation between 
traffic flows, which is a key point in reducing the 
delay and delay jitter while increasing the guaran-
teed bandwidth for a certain connection. This is 
illustrated in Figure 1, where the dashed and the 
solid flows are specified to use different paths. 
Utilising GMPLS makes it possible to use dedi-
cated links for the complete path or parts of it.  

 

 
Figure 1: GMPLS network with static path setup. This setup 
is used to study the impact of traffic engineering for the se-
lected applications. 

The modelling work in this area has two focus 
points. First, the performance of the applications 
with manually deployed LSP is evaluated in terms 
of reduction in delay and delay jitters as previ-
ously discussed. Secondly, the horizontal integra-
tion of the different GMPLS administrative do-
mains is currently one of the focus points in the 
CCAMP working group at IETF, and the per-
formance studies will provide input to this stan-
dardisation work. 
Another key point of the MUPBED project is the 
vertical integration of applications and network 
control layer. The applications communicate their 
QoS demands to the network control layer, which 
is then responsible for setting up path if the re-
source requirements are met. 
In the performance studies this is modelled by in-
cluding a network resource requester (NRR) and a 
network resource provider (NRP) layer in the cli-
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ent and the network model, respectively. This is 
sketched in Figure 2, where the client side refers 
to the host and the network side refers to the edge 
router in the network 

 
Figure 2: Adaptation layer added to the control plane of the 
applications in order to communicate basic resource requests 
to the edge router. 

In the client model in OPNET, the NRR layer in 
the control plane is added as a new process model, 
why no modifications are required to the TCP, IP, 
RSVP and UDP models. Furthermore, in the edge 
router model the NRP layer is also included as a 
separate process model that polices the resource 
request before sending a specific path setup 
through the RSVP-TE layer. 
The results are used to indicate whether the trig-
gering levels for establishing and tearing down es-
tablished paths should be adjusted. In parallel, it is 
expected that the studies in this scenario will indi-
cate how the applications can be adjusted to bene-
fit further from a dynamic infrastructure. 

3 Implementation in OPNET 
The networks today including the MUPBED test 
bed comprise interaction of several protocols at 
several different OSI layers. Such complexity dis-
ables the possibility of using fully analytical tools 
to model the influence of modifications and up-
grades.  
OPNET modeller offers complete models of 
routers, switches, clients, applications and proto-
cols including IP, MPLS and a selection of stan-
dard applications like email, http and video con-
ferencing. Each of the models can be adjusted as 
required and/or additional models or model com-
ponents can be written as OPNET offers a com-
plete platform for developing models. This en-
ables the developer to make both initial studies 
based on standard components and to develop ac-
curate and detailed models for specific evalua-
tions. 

3.1 Application model in an IP network 
The first network topology modelled in OPNET is 
the pure IP network. This model is configured as a 
WAN network. OPNET provides preconfigured 
workstation, server, Label Edge Router (LER) and 
Label Switching Router (LSR).  
Based on the created network topology, the next 
step is to add traffic to the network. OPNET pro-
vides two forms to generate background traffic:  
Traffic Flows: The traffic flow is assigned manu-
ally on an end-to-end link and traverses the net-
work from source to destination. In OPNET, the 
traffic profile is specified by an x-y graph, which 
is presented as the rates of traffic (in terms of 
packet per second or bit per second) versus time 
(in terms of second), as shown in Figure 3.  

 
Figure 3: Specifying traffic flow profile attribute in OPNET. 

 
Application Demands: The traffic flow is gener-
ated based on applications such as FTP, HTTP, e-
mail, voice and video. The characteristics of the 
application traffic pattern are configured in a net-
work application model. There are various stan-
dard application pre-defined by OPNET. For each 
application, e.g., the video conferencing applica-
tion, its behaviour can be modified through pa-
rameters and represented corresponding to actual 
requirements. Figure 4 shows a sample Video 
Conferencing application configuration. The ap-
plication traffic is specified as explicit traffic be-
tween each source (client) and destination (server) 
pair. Each application can be enabled or disabled 
on the client nodes, and each can be specified as a 
supported application service type on the server 
nodes. Besides the built-in application models, the 
tool provides an application framework for com-
pletely custom defined applications where each 
single control message can be implemented. 
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Figure 4: Sample Video Conferencing application configura-
tion. 

3.2 Description of the MPLS model 
In Figure 5, traffic flows with source address from 
Ireland2 are specified into FEC_ireland2 and traf-
fic flows with video conferencing application are 
specified into FEC_video. In order to direct an 
FEC into its routing path, LERs are configured to 
create traffic engineering binding that govern 
packets to be sent into LSP. In this scenario, 
FEC_ireland2 are directed to red (light grey) col-
our LSP and FEC_video are directed in blue (dark 
grey) colour LSP.  
 

 
Figure 5: MPLS network in OPNET. 

After configuring MPLS in network model, the 
traffic flows through network via different routes, 
resulting in balancing network bandwidth re-
source. 

3.3 Description of RSVP signalling model 
In the MPLS network model, the LSPs can be cre-
ated either in static way or in dynamic way. With 
the static LSPs, one can specify the explicit route 
by clicking on every router in the OPNET work-
space. To create the dynamic LSPs, you specify 
only two end points of LSP and the explicit route 
is determined by MPLS routing protocol (e.g. 

constrained OSPF). Once the explicit path is as-
signed, the Resource reservation Protocol (RSVP) 
is used to establish the forwarding state and re-
serve resources along the path.  
 
RSVP mechanism 
RSVP is a network layer signalling protocol that 
allows applications to reserve resources for data 
flows. RSVP treats traffic flows from a sender to a 
receiver and makes reservation for traffic on the 
outgoing links.  
The reservation process is shown in Figure 6. 
RSVP carries its information in two types of mes-
sages: Path and Resv (reservation). The Path mes-
sage is sent and creates a path state in each router 
that is traversed. When a receiver gets a Path mes-
sage, it checks bandwidth resources and makes 
decision of resource reservation. Once the reser-
vation is established, the receiver returns a Resv 
message along the path back to the sender. The 
reservation is made on a hop-by-hop basis, where 
all nodes along the path are required for resource 
reservation.  

 

 
Figure 6: RSVP reservation process 

 
RSVP model in MPLS network 
In MPLS networks, RSVP is used as signalling 
protocol for creating, maintaining and withdraw-
ing LSPs. A new object, the label object, is added 
to the Resv message. The reservation process is 
similar to the description above. However, in this 
case, a LSR allocates a label from its pool of free 
labels and adds this Label object into the Resv 
message.  
Reconsider the previous example shown in Figure 
5, which illustrates how the RSVP establishes 
MPLS forwarding state along an explicit route 
(the blue (dark) LSP). The LER Spain_access 
constructs an Explicit Route Object (ERO) that 
contains a sequence of four routers (LSR1, LSR6, 
LSR5, Denmark_access). The ERO object is in-
cluded in the Path message. The Spain_access 
sends an RSVP Path message to LSR1 over link. 
LSR1 receives this Path message, checks next 
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nodes, LSR6, and finds the link that connects it to 
LSR6. LSR1 then modifies the ERO by removing 
LSR1 and sends out the Path message that con-
tains the new ERO object. LSR6 and LSR5 handle 
the Path message in a similar process. The ERO 
that LSR5 sends to Denmark_access contains only 
Denmark_access.  
When the Path message arrives at Den-
mark_access, it examines ERO and finds that it is 
the last node. After checking available resource, 
Denmark_access creates a Resv message and 
sends it to LSR5. The Resv message consists of a 
label object. LSR5, when it receives this message, 
uses this received label to populate its label for-
warding table. Another label is assigned into Resv 
message and sent to LSR6. Continuing this proc-
ess, the message is finally received by 
Spain_access. At this point, the LSP for the ex-
plicit route is established. 

4 Integration of models 
The success of the modelling in MUPBED is 
based on the interaction between the application 
model and the MPLS path establishment proce-
dures. As discussed in the previous section, the 
signalling protocol for path setup in OPNET 
MPLS is RSVP. However, the way RSVP is used 
for resource reservation in connection with the 
upper layers is quite different from how the model 
is used as signalling protocol for LSP setups.  
This separation of the functions very much re-
flects the common understanding of who is re-
sponsible for what. The LSP setup is solely done 
at the network level by the network operator inde-
pendent of the applications to be deployed in the 
network. In this way MPLS enables traffic engi-
neering and the service provider can use MPLS to 
ensure optimal utilisation of the network. The 
RSVP process used for resource provisioning is 
only intended (and documented) to be used on top 
of an IP network. It does not consider which kind 
of underlying topology the network is based on as 
long as the established path provides the requested 
QoS. 
This section sketches how the OPNET MPLS 
model utilise RSVP for setting up LSPs between 
sources and clients. Secondly, the open issues and 
identified modifications to the models are re-
viewed. 

4.1 LSP path setup in OPNET 
There are two built-in approaches for setting up 
LSPs in OPNET models with the MPLS model. 
First, a GUI is provided for manually drawing 

static or dynamic LSPs between edge devices. Al-
ternatively, a file with the pre-calculated traffic 
demands can be applied to setup the LSPs with 
different starting times as defined by the input 
file.  
In the MUPBED concept, however, these offered 
interfaces for setting up label switched path are 
insufficient, as they do not allow the applications 
to directly request the path. Modifications to the 
models are required, why the rest of this section 
describes how an LSP is established in the stan-
dard models to indicate the necessary model 
modifications. 
In Figure 7, a simple MPLS network is shown 
with a client, a server, two E-LSRs and three T-
LSRs.  
 

 
Figure 7: Simple example scenario for dynamic LSP setup. 

In addition, a traffic demand from E-LSR1 to E-
LSR2 is defined (solid line). To transport this traf-
fic, an LSP is specified from E-LSR1 to E-LSR2. 
As the shortest path between these two edge-
devices are through T-LSR 1, the OSPF routing 
protocol will inform the MPLS setup to use this 
path, which is shown with the upper dotted line. 
T-LSR1 is specified to break down at a given 
time, why the LSP is re-established through T-
LSR2 and T-LSR3 as shown with the lower dotted 
line. The re-establishment is based on the new 
convergence of the OSPF routing protocol. 
The RSVP process is triggered by three different 
kinds of interrupts: 
Stream interrupt: Is initiated when an RSVP 
message is received at the node. The process de-
termines if it is a PATH or a RESV message and 
processes it accordingly.  
Self-interrupt: This is scheduled when the router 
is the egress router and it should respond to a 
PATH message. The interrupt then initiates 
transmission of a RESV message. 
Remote interrupt: This is important for initiali-
sation of the MPLS and RSVP integration. 
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When the simulation is initiated all the processes 
are initialised and the MPLS manager process 
sends a remote-interrupt to the RSVP processes 
(one for each LSR), which each calls a function 
that extracts a list of all LSPs originating from this 
node associated with the start time, end time and 
other parameters. A procedure interrupt is sched-
uled at the start time to initiate the LSP setup. 
This is done through rsvp_send_label_request() 
function, which extracts the explicit path to the 
destination from the routing protocol. The explicit 
path is stored in an ERO that is attached to the 
RSVP Path message. Finally, the PATH message 
is transmitted using the ERO information.  
Incoming RSVP packets activates the RSVP proc-
ess through a stream interrupt, and if the message 
is a PATH message the rsvp_process_path_msg() 
function is called which again calls 
rsvp_route_for_unicast_find() function. This 
function extracts the explicit route object. In con-
trast to [4] the explicit route stack is not popped, 
rather all the hops in the list are investigated and if 
a hop is the same as the current node, then the 
next hop is used for forwarding.  
It is clear how the explicit route object is gener-
ated and how the explicit route list is extracted 
from the routing protocol. However, it is still un-
clear how the model works if no LSPs are prede-
fined. In this case the procedure interrupt to the 
rsvp_send_label_request() procedure should be 
done manually through the application to rsvp in-
terface process. Secondly, when the node T-LSR1 
fails the rsvp_send_label_request() procedure is 
reinitiated, however, it is unclear what initiates it 
whether it is an interrupt or based on the rsvp noti-
fication messages. 

4.2 Modifications to the processes 
Some modifications to the processes are required 
if the applications should be able to directly re-
quest LSP setup. The RSVP label setup is initiated 
by a remote interrupt to the 
rsvp_send_label_request() function, which then 
asks for explicit route from the routing protocol 
and transmits the PATH message. The first modi-
fication is to schedule this interrupt correctly from 
the application side. Secondly, a mechanism 
should be found to clearly identify which data be-
longs to the LSP when it is eventually established. 

5 Conclusion 
The modelling activities within the MUPBED 
framework aims to support the result analysis of 
the experimental results obtained from the ex-

perimental test bed. The modelling can especially 
support the understanding of the application per-
formance when the network size increases even 
beyond the size of the test bed.  
Three main scenarios are suggested. First, the 
modelling of the applications in a conventional IP 
network is proposed, which acts as a reference 
scenario. Secondly, a traffic engineered path 
through the network is defined in order to indicate 
the potential benefit of traffic engineering seen 
from the application perspective. By adjusting the 
amount of delay and background traffic this can 
roughly be used to estimate the advantage of QoS 
supporting paths. The third scenario deals with the 
integration of the applications with the network 
control to help the definition of a generic inter-
face. 
It is examined and demonstrated for these scenar-
ios how they can be implemented in the commer-
cial modelling tool OPNET. For the first two sce-
narios the standard models can be used by adjust-
ing the parameters to reflect and align the results 
with the MUPBED experimental application per-
formance results. It is, however, not an objective 
to emulate the MUPBED test bed rather to simu-
late the performance when the network scales, 
when special situations occur etc. The latter al-
lows for much more generic results than a com-
plete emulation would do. The third scenario 
causes some troubles as the definition of LSPs are 
considered a “service provider-task” and the re-
source reservation in IP is considered a “client-
task”. This very much reflects the common think-
ing that the operator takes care of the LSP setup 
and is only concerned in transporting bits, and the 
application just considers the network as “some-
thing” that transports the application data. The 
RSVP and MPLS model were initially studied to 
identify how they can be modified to facilitate the 
requirements from MUPBED.  
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