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Abstract In this paper we explain the Generalised Harmonic topographic Map (G-HaToM),
an extension of the Harmonic Topographic map [3] and [4]. This algorithm extends the mapping
from data space to latent space using the pth power of the L2 distance, where the second power is
the former version of the topographic mapping, HaToM. This generalization allows the mapping
of more difficult data, reducing at the same time the computational cost of the mapping for the
data already clustered by the original HaToM.
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1 Introduction

The Harmonic Topographic Map (HaToM) was
developed as a clustering alternative to the
ToPoE [1], which is also based on the GTM.
The HaToM has the same structure as the
GTM, with a number of latent points that
are mapped to a feature space by M Gaus-
sian functions, and then into the data space
by a matrix W. Each latent point, indexed
by k is mapped, through a set of M basis
functions, Φ1(), Φ2(), · · · , ΦM () to a centre in
data space, mk = ΦkW . But the similar-
ity ends there because the objective function
is not the GTM one, neither is it optimised
with the Expectation-Maximization (EM) al-
gorithm. Instead, the HaToM uses the well
proved clustering abilities of the K-means al-
gorithm, improved by using harmonic means
to make it insensitive to initialisation ([8]).

In this paper we extend the algorithm us-
ing the pth power of the L2 distance that gives
it a boosting-like property that helps the al-
gorithm to get faster clustering, specially for
difficult data.

In the rest of the paper we develop the al-

gorithm, reviewing first the properties of the
Model-driven Harmonic mapping (M-HaToM)
[3], and generalizing then with the pth power
of the L2 distances. Finally we present a few
experiments comparing the M-HaToM, which
is equivalent to the second power of the L2 dis-
tance, with higher powers of the G-HaToM.

2 Model-driven HaToM

In [3] and [4] we developed two versions of the
Harmonic mapping. In this paper, we com-
pared the generalization G-HaToM with the
Model-driven algorithm (M-HaToM).

The M-HaToM algorithm is

1. Initialise K to 2. Initialise the W weights
randomly and spread the centres of the M
basis functions uniformly in latent space.

2. Initialise the K latent points uniformly in
latent space. Set count=0.

3. Calculate the projection of the latent
points to data space. This gives the K
centres, mk = φT

k W .
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4. For every data point, xi, calculate di,k =
||xi −mk||.

5. Recalculate centres using

mk =

∑N
i=1

1
d4

i,k(
∑K

l=1
1

d2
i,l

)2
xi

∑N
i=1

1
d4

i,k(
∑K

l=1
1

d2
i,l

)2

(1)

6. Recalculate W using

W =
{

(ΦT Φ + δI)−1ΦTΞ if K < M
(ΦT Φ)−1ΦTΞ if K ≥ M

where Ξ is the matrix containing the
K centres, I is identity matrix and δ is
a small constant, necessary because ini-
tially K < M and so the matrix ΦT Φ is
singular.

7. If count<MAXCOUNT, count= count
+1 and return to 3

8. If K < Kmax, K = K + 1 and return to
2.

If we wish to use the mapping for visualisation,
we must map data points into latent space. To
do this, we define the responsibility that the
kth latent point has for the ith data point as

rik =
exp(−γdi,k)∑K
l=1 exp(−γdi,l)

(2)

and the new data point is placed at yi where

yi =
K∑

k=1

ri,ktk (3)

where tk is the position of the kth latent point
in latent space. γ is known as the width of the
responsibilities.

3 Generalised Harmonic To-
pographic Map (G-HaToM)

The Generalised version of the algorithm (G-
HaToM) includes the pth power of the L2 dis-
tance which have a “Dynamic weighting func-
tion” [7] that determines how data points par-
ticipates in the next iteration to calculate the
new centers mk . The weight is bigger for the
data points further away from the centres, so
that their participation is boosted in the next
iteration. This makes the algorithm insensitive
to initialisation and also prevents one cluster
from taking more than one centre.

The only change from the M-HaToM is in
the recalculation of the centres, which in this
case is:

mk =

∑N
i=1

1
dp

i,k(
∑K

l=1
1

d2
i,l

)p−2
xi

∑N
i=1

1
dp

i,k(
∑K

l=1
1

d2
i,l

)p−2

(4)

where p is the pth power of the L2 distance al-
located.

4 Simulations:

The pth power of the L2 distances are able to
separate better into clusters high dimensional
and also more complex data, such as the crabs
or the oil data (see below). Also, the boosting-
like weighting allows the algorithm to get faster
to the clustering as we will see comparing both
HaToM with the algae data.

4.1 Crabs Data

This is a 5 dimensional dataset1 on the mor-
phology of rock crabs of genus Leptograp-
sus, with 50 specimens of each sex of each
of two colour forms, blue and orange. This
data is used in the Generative Topographic
Map(GTM) PhD by Svensén [5] to show the
projection into latent space of the four clusters

1http://www.stats.ox.ac.uk/pub/PRNN/crabs.dat
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with the GTM. We illustrate the results of the
G-HaToM algorithm in Figure 1, using the L2

distance to the third power, 40 centers, 20*20
latent points and 20 iterations, over non nor-
malised data (unlike the GTM which proved
to be better with normalised crab data). The
projection keeps together the two female clus-
ters on the low part of the figure, while the
male clusters are at the top; only the blue form
sexes stay closer.

4.2 Oil Data

The oil flow dataset2 consists of 1000 points
classified into three flow configurations. This
is synthetic data modelling non-intrusive mea-
surements on a pipe-line transporting a mix-
ture of oil, water and gas. The flow in the pipe
takes one out of three possible configurations:
horizontally stratified, nested annular or homo-
geneous mixture flow. The data lives in a 12-
dimensional measurement space, but for each
configuration, there is only two degrees of free-
dom: the fraction of water and the fraction of
oil. (The fraction of gas is redundant, since the
three fractions must sum to one.) Hence, the
data lives on a number of ’sheets’ which locally
are approximately 2-dimensional. The data is
12 dimensional and therefore more suitable for
the purpose of showing the capabilities of an
algorithm to classify complex data sets where
a single two-dimensional visualization plot may
not be enough. This data is used to check the
hierarchical GTM in [6].

In this case again the pth power of the L2

distance was better (compared to the previous
HaToM) to separate the clusters and Figure 2
shows the projection onto a 2 dimensional map
with 60 by 60 latent points, 40 iterations and
20 centre points. The L2 distance was to the

power of 5 . The advantage in comparison with
the hierarchical GTM is the simplicity and the
computational cost.

4.3 Algae Data

This is a set of 118 samples from a scientific
study of various forms of algae some of which
have been manually identified. Each sample
is recorded as an 18 dimensional vector repre-
senting the magnitudes of various pigments. 72
samples have been identified as belonging to a
specific class of algae which are labeled from 1
to 9. 46 samples have yet to be classified and
these are labeled 0.

The M-HaToM gives a very good cluster-
ing of this data as we showed in [3] and [4].
To illusrate the improvement in computational
cost with the G-HaToM, we reduce the number
of latent points to the minimum: G-HaToM is
able to cluster this data with only 4*4 latent
points and p=3 in 2.41 seconds, as shown in
Figure 3, while the M-HaToM needs at least
5*5 latent points and requires 4.34 seconds to
do so (see Figure 4).

5 Conclusion

We introduced an extension of the Harmonic
Topographic map that has a boosting prop-
erty, allowing the data to get a faster clustering,
helping the data points further away to have
a bigger weight in the next iteration. Future
work will include a most extensive study of the
generalisations of both, model and data driven
HaToM (M-HaToM and D-HaToM) with more
complex data. We will also analyze the G-
HaToM with different initialisations to prove
that the algorithm is not sensitive to them.

2http://www.ncrg.aston.ac.uk/GTM/

3

Proceedings of the 5th WSEAS Int. Conf. on APPLIED INFORMATICS and COMMUNICATIONS, Malta, September 15-17, 2005 (pp270-275)



−1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5

∗ Male blue form

o Female blue form

+Male orange form

. Female orange form

Figure 1: G-HaToM projection of the two species of crabs with equal proportion of both sexes:
power=3
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Figure 2: G-HaTom projection of the oil data: power=5
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Figure 3: G-HaTom projection of the algae data: power=3 and 4*4 latent points.
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Figure 4: M-HaTom projection of the algae data: 5*5 latent points.
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