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Abstract: - The spectral subtraction (SS) method is well known as a speech enhancement technique and has been
widely used. In this paper we study the noise spectrum estimation required for the SS method. It is set out to
estimate directly the noise spectrum from the noise-corrupted speech frame. To accomplish this, a fundamental
frequency of speech is detected and harmonic structure is constructed and utilized. We assume that non-stationary
noise consists of its stationary part and non-stationary part. The non-stationary part is estimated from the harmon-
ics obtained, while the stationary part is estimated in the conventional way. Both parts are combined, resulting
in an accurate estimate of the noise spectrum. It is shown by experiments that the proposed method provides a
performance improvement relative to the conventional SS methods in non-stationary noise environments.

Key–Words:- Speech enhancement, spectral subtraction, noise spectrum, non-stationary noise estimation, har-
monic structure

1 Introduction

For the purpose of reducing noise in a noisy speech
signal obtained by a single microphone, there exist
many approaches. Wiener filter [1], spectral subtrac-
tion (SS) [4] [5], and MMSE [6]are classified into
the frequency domain approach. Time domain class
includes comb filter [3]. Kalman filter [2], Hidden
Markov Model [7] and EVRC [8] may be of paramet-
ric model based approach.

In this paper, we consider the SS method because
it is easy to implement and has been widely utilized
in real speech processing systems. In the SS method,
however, the noise spectrum must be estimated and
subtracted from the noisy speech spectrum. To es-
timate the noise spectrum, non-speech segments are
often used. This is based on the assumption that the
noise is stationary. Thus, in the case where the noise is
non-stationary, the technique is not satisfied. Martin’s
approach [5] conquers this problem, and provides a
good result of speech enhancement. Even for Martin’s
method, however, the result is dependent on the noise
characteristics. In this paper, we propose a new tech-
nique to estimate the noise spectrum directly from the
noise-corrupted speech frame, and apply it to the SS
method. By experiments, it is shown that the proposed
method has a superior capability to track a highly non-
stationary noise.

2 Spectral Subtraction

The SS method is described briefly in this section. As-
sume that a noisy speech signal is expressed as

y(n) = x(n) + d(n) (1)

wherex(n) andd(n) are clean speech and noise, re-
spectively. In the frequency domain, the above equa-
tion is expressed as

Y(k) = X(k) + D(k) (2)

whereY(k), X(k) and D(k) are discrete-time Fourier
transforms (DFT) ofy(n), x(n) andd(n), respectively.
Based on this frequency domain expression, the SS
method is implemented in the frame as follows:

X̃(k) =

(
|Y(k)|γ − a|D̃(k)|γ

|Y(k)|γ

)1/γ

Y(k),

|Y(k)|γ − a|D̃(k)|γ > β|D̃(k)|γ

X̃(k) =

(
a|D̃(k)|γ
|Y(k)|γ

)1/γ

Y(k),

otherwise.

(3)

wherea, γ andβ in (3) are parameters to be set for
implementation. They are called as weighting factor,
power coefficient, and spectral flower, respectively.
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The estimate of the speech spectrum,X̃(k), is trans-
formed into the time domain by inverse DFT, and re-
sults in an enhanced speech signal ˜x(n).

In a real world,D(k) cannot be obtained directly.
Thus, an estimate ofD(k) is used. In this paper, we
propose a new technique to estimateD(k).

3 Conventional Noise Estimation
Methods

Two noise spectrum estimation methods are described
in this section.

3.1 Noise Estimation from Non-Speech Seg-
ments

This method is commonly used in many references.
In the recent paper by Virag [4], the following version
of this method is used:

D̃(k) = |Y(λ, k)|2,
λ = 1

D̃(λ, k) = α · D̃(λ − 1, k) + (1− α)|Y(λ, k)|2,
D̃(k) = D̃(λ, k)
λ ≤ TI

D̃(k) = D̃(TI , k),
λ > TI

(4)

whereλ is the number of frame. Theα is the forget-
ting factor, whose values are ranged for 0.5∼0.9. The
TI corresponds to the last non-speech frame number
before the speech frame.

This method is essentially used for stationary
noise case. For non-stationary noise case, it is im-
possible to track the time variation the noise has.

This method is referred to as non-speech pause
(NSP) method in this paper.

3.2 Minimum Statistics Method

Martin’s method [5] is so-called the minimum statis-
tics (MS) method. For the MS method [5], a sub-
band noise spectrum is calculated from the input sig-
nal spectraY(λ, k) as

D̃Y(λ, k) = α · D̃Y(λ − 1, k) + (1− α)|Y(λ, k)|2 (5)

where α is the forgetting factor, which is set as
0.9∼0.95. Next, the minimum spectrum is found from
the calculated subband noise spectraD̃Y(λ, k) as

D̃min(λ, k) = min[D̃Y(λ − M, k),
· · ·D̃Y(λ − 1, k), D̃Y(λ, k)]

(6)

whereM is adjusted so that the searched length be-
comes about 0.8∼1.4 [s]. The last step is to obtain the
noise spectrum estimate from the minimum spectrum
D̃min(λ, k) as

D̃(k) = omin· D̃min(λ, k) (7)

whereomin is a compensation factor.
The MS method has the potential to track the non-

stationary noise, but cannot avoid a time delay in-
voked. This means that the MS method is useful for
only slowly time-varying noise.

4 Statistical Properties of Noise

Environmental noises are classified into stationary
noise and non-stationary noise.

4.1 Stationary Noise

Figure1(a)–(d) show the case of a car noise. This
noise is recognized as the stationary noise. From Fig-
ure 1, it is observed that the variance of each fre-
quency is very small.

4.2 Non-Stationary Noise

Figure 2(a)–(d)show the case of a babble noise. This
noise is recognized as the non-stationary noise. From
Figure 2, it is observed that the spectrogram has short-
term spectral peaks at several parts, while the wave-
form is similar with that of the stationary noise. The
long-term spectrum has two main peaks at 100 Hz
and 600 Hz, but both variances are very large. From
these observations, we assume that the non-stationary
noise consists of the addition of stationary compo-
nents and non-stationary components. This assump-
tion is a base to derive the proposed noise spectrum
estimation method.

5 Proposed Method

For the proposed noise spectrum estimation method,
the stationary noise spectrum components are esti-
mated by the conventional method, and the non-
stationary noise spectrum components are estimated
by utilizing the harmonic structure the speech signal
has. Both of the estimates are combined, resulting in
the estimate of the noise spectrum. A block diagram
of the proposed noise spectrum estimation method is
shown in Figure 3.
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Figure 3: Block diagram of the proposed method

5.1 Estimation of Non-Stationary Noise
Components

Once the fundamental frequency is estimated in the
analysis frame, the harmonics are constructed. To
achieve this, several pitch detection algorithms ex-
ist [9]. Any noise components are added to the speech
components having the harmonic structure. In this
case, the spectral components except for the harmon-
ics may be of noise. Utilizing this, we can detect
the noise spectrum components in the frame where
the speech signal corrupted by noise exists. Figure
4 shows this as an illustration.

For the proposed noise spectrum estimation
method, all spectral peaks on the noisy speech spec-
trum are found first. And, it is judged whether each
spectral peak corresponds to the speech spectral peak
or the noise spectral peak. This is conducted based
on the harmonics ofF obtained by a fundamental fre-
quency estimation method as

D̃ Peak(k) = 0, Peak(k) mod F== 0

D̃ Peak(k) = 1, otherwise.
(8)

However, natural speech signals do not always con-
struct such a perfect structure of harmonics. Some
variation of each harmonic component should be con-
sidered. Actually, in the proposed method a distance
of m is considered as

D̃ Peak(k) = 0,
m< (Peak(k) mod F) < F −m

D̃ Peak(k) = 1, otherwise.

(9)

The non-stationary noise components estimate re-
sults inD̃non−stat(k) = D̃ Peak(k).

5.2 Estimation of Stationary Noise Compo-
nents

From non-speech segments, we can estimate the sta-
tionary noise components as



D̃stat(k) = |Y(λ, k)|2,
λ = 1

D̃stat(λ, k) =
α · D̃stat(λ − 1, k) + (1− α)|Y(λ, k)|2,
D̃stat(k) = D̃stat(λ, k) λ ≤ TI

D̃stat(k) = D̃stat(TI , k),
λ > TI .

(10)

5.3 Synthesis of Non-Stationary Noise Com-
ponents and Stationary Noise Compo-
nents

The estimate of the noise spectrum is obtained as

D̃(k) = D̃non−stat(k),
D̃non−stat(k) > 0

D̃(k) = D̃stat(k),
D̃non−stat(k) = 0.

(11)

6 Experiments

To verify the performance of the proposed noise spec-
trum estimation method, the SS method was im-
plemented by using three noise spectrum estimation
types; the NSP method, the MS method and proposed
method.

6.1 Speech Data and Parameters

Speech data used in the experiments are of Japanese
two males and two females, which are sampled by a
sampling frequency of 10 kHz with a band limitation
of 3.4 kHz. Noises used are a car noise and a babble
noise.

The parameters commonly used for the SS
method are shown in Table 1. Those used for each
noise spectrum estimation method are shown in Table
2.
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Figure 1: Stationary noise. (a) waveform, (b) spec-
trogram, (c) long-term spectrum, (d) variance of each
frequency
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Figure 2: Non-stationary noise. (a) waveform, (b)
spectrogram, (c) long-term spectrum, (d) variance of
each frequency
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Figure 4: Estimation of non-stationary noise compo-
nents

6.2 Evaluation
For the proposed noise spectrum estimation method,
the autocorrelation method was used for pitch detec-
tion [9].

6.2.1 Noise Estimation Error

Noise estimation error is obtained by

ε(λ) = 10 log10

∑ f f tn
k=1 |D(λ, k)| − D̃(λ, k)|∑ f f tn

k=1 D(λ, k)
(12)

whereD̃(λ, k) andD(λ, k) correspond to the estimated
noise spectrum and true noise spectrum, respectively.
The average of the evaluated noise estimation errors
is shown in Table 3 where the proposed method (true)
and the proposed method (estimate) mean to use the
true fundamental frequency and its estimate, respec-
tively.

From Table 3, we see that the proposed method
provides the same level of noise estimation accuracy
obtained from noise segments in the case of stationary
noise. On the other hand, in the case of non-stationary
noise, the proposed method is superior.

Table 1: Parameters
Parameters in frames

Frame length 256
Window function Hamming window
Overlap 128
FFT pointsf f tn 1024

Parameters in the SS method

Powerγ 2
Weightinga 1
Spectral flowerβ 0.02

Table 2: Parameters for each noise estimation method
NSP method

Forgetting factorα 0.8
Last frame numberTI setting for each data

MS method

Forgetting factorα 0.9
Number of framesM 100
Compensation factoromin 1.5

Proposed method

Forgetting factorα 0.9
Errorm 4
Last frame numberTI setting for each data

Table 3: Average ofε(λ)

Stationary noise

SNR[dB] 10 5
NSP method -1.021 -1.115
MS method 0.119 1.967
Proposed methoditrue) -1.012 -1.215
Proposed method (estimate) -0.927 -1.106

Non-stationary noise

SNR [dB] 10 5
NSP method -0.4534 -0.5391
MS method 2.5203 0.4875
Proposed method (true) -0.9658 -1.487
Proposed method (estimate) -0.9150 -1.4109

6.2.2 Comparison of Noise Reduction

Segmental SNR defined as

SNRseg=
1
L

L−1∑
j=0

10 log10



N∗ j+N−1∑
n=N∗ j

x(n)2

N∗ j+N−1∑
n=N∗ j

[x(n) − x̃(n)]2


(13)

is used whereL is the number of frames averaged and
N one frame length. The improvement in segmental
SNR,

SNRseg,imp = SNRseg,out− SNRseg,in, (14)
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Table 4: SNRseg,imp (stationary noise)

SNR[dB] 10 5
NSP method 3.621 4.767
MS method 3.133 3.578
Proposed method (true) 3.541 5.028
Proposed method (estimate) 3.502 4.843

Table 5: SNRseg,imp (non-stationary noise)

SNR[dB] 10 5
NSP method 1.972 2.242
MS method 1.302 1.435
Proposed method (true) 2.205 3.467
Proposed method (estimate) 1.959 3.124

where SNRseg,out and SNRseg,in are the output and in-
put segmental SNRs, is summarized in Tables 4 and
5. It is observed that the proposed method provides
better performance, in particular in the case of non-
stationary noise.

6.3 Listening Test

Six listeners listened four times random-ordered noisy
speech processed by each method and scored four
times. The score levels are as follows: 5· · · easy
to listen, 4· · · slightly easy to listen, 3· · · usual, 2· · ·
slightly difficult to listen, and 1· · · difficult to listen.
Tables 6 and 7 show the listening test results. Again,
the superiority of the proposed method is observed.

7 Conclusions

In this paper, a new non-stationary noise spectrum es-
timation method has been presented and used with
the spectral subtraction method. Some experiments
have suggested that the proposed speech enhancement
method works very effectively in non-stationary noise
environments.
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