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Abstract. -This article proposes an intrusion detection and response system using the Smets’ transferable belief model (TBM). The system is trained using data on attack classes expressed using Shafer’s belief functions, and is hence capable of learning new attacks. Network sensors feed the system belief model before a pignistic model is developed. A risk-driven response subsystem is then generated. The generated system is capable of classifying new intrusion patterns and plan responses to enforce an acceptable risk position as indicated in the corporate security policy.
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1 Introduction
The transferable belief model (TBM) provides a model for the representation of quantified beliefs (Smets & Kennes, 1994; Smets, 1998b). The belief value on a subset X represents the agent's belief that the real state of the system belongs to X. There is however no meaning for probability measure behind the description of the TBM, which makes the interpretability of the belief structure uneasy. Smets studied (1997, 1993) studied the rationality properties that should be satisfied by a function that quantifies an agent’s beliefs, which introduced the derivation of Dempster's rule of conditioning.
The TBM is based on the assumption that beliefs manifest themselves at two mental levels: the credal level where beliefs are fitted and the pignistic level where beliefs are used to make decisions. Usually these two levels are not distinguished and probability functions are used to quantify beliefs at both levels. 

2 Design of the idrs system

The idrs system is designed to perform four main tasks:

1. Generate a belief decision tree based on training and testing data sets;

2. Fuse messages generated by the idrs sensors using Dempster and Shafer 
 reasoning with discounted evidence;

3. Classify patterns produced by the fusion process using the induced belief
decision tree to predict the type of intrusion or attack class;

4. Plan a response to reduce the corporate risk position by evoking the most appropriate security control defined in the security policy
The induced belief decision tree is obtained using the belief structure on the training data set. This classifier is useful to classify the intrusion pattern produced by the fusion process combining reports from network sensors. Once a pattern is classified, then the response subsystem evaluates the security policy and the firm’s risk profile, as shown in Fig 1, before identifying the most appropriate security control that counters the detected intrusion, which mitigates the security risk below an acceptable level. 

Figure 1 depicts the general framework of the idrs system while figure 2 shows how the induced belief decision tree works.
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3 Belief decision tree
Classification is an important decision support aid [1]. Diverse classification models have been proposed in the literature [13, 22].) Decision trees are very useful for their intuitive representation, easy assimilation [4], their cost-effectiveness [11], and their precision superiority [7, 8]. Within the area of decision tree classification, there are many algorithms to construct decision trees.  Most algorithms in the machine learning and statistics community are main memory algorithms [1]. Popular decision tree algorithms reported in the literature and addressed extensively in statistics and machine learning include C4.5 [17], CART [4], CHAID [10], FACT [9], ID3 and extensions [5, 6, 14, 15, 16], SLIQ and Sprint [11, 12] and QUEST [8].

For the design of our idrs system, we simply grow the decision tree using the information gain concept applied to belief functions. That is, the current attribute to be selected is the attribute that maximizes information gain on the belief structure given the current training data set partition. The tree growing steps reiterate until we are out of attributes. Once we are done, outfitting may be eliminated using post-pruning using the testing data set.
While most ids systems reported in the literature use training data associated with known attack classes, our ids system employs a training data set where the classes are not known for certain and they are hence expressed using Shafer’s belief functions. Each class ci is however defined by a bpa mi. The training data set may be defined using an induced belief decision tree.

Let A be an attribute taking values in {A1, …, Am} based on which a training data set D may be reorganized into a partition P(A) with k subsets {P1(A), …, Pk(A)}. Given n classes  {C1, …, Cn} constituting our domain, the incremental gain g(A) of information credited to the attribute A is defined by the entropy reduction as 

 g(A) =i(Ø)-i(A)
i(Ø)= e(D)=∑clb(c-c) 

where


c=freq(c,D)/|D|
 i(A)= ∑A|P(A)|/|D|e(P(A)) where 

e(P(A))=∑alb(c-a), a= freq(c,P(A))/|P(A)|
e denotes entropy.

freq(c,E) denotes the frequency of class c in the set E.

That is, g(A) equals ∑clb(c-c) - ∑A[|P(A)|/|D|]∑alb(c-a).
The term e(P) denotes the average amount of information needed to classify a specified case in a given partition P of the training data set D. Given the state of the tree being grown, the attribute having the highest information gain will be selected to grow the tree at the current node.
4 Fusion of sensors reports

Let us use θ to denote the frame of discernment representing our finite set of elementary hypotheses defining our ids intrusion detection patterns. Let 2θ denote the set of subsets of θ. Let us also use m to denote the basic belief assignment (bba) on 2θ. The bba quantifies the amount of belief that supports a subset of hypotheses without the support of a strict subset of hypotheses due to lack of appropriate information.

The bba satisfies the following: 

m: 2θ→[0,1]
m(Ø)=1; ∑E≤θ m(E)=1.
The total belief fully committed to a subset E is expressed using the credibility of E,  denoted bel(E). The maximum amount of belief that may support a subset E is called plausibility of E and is denoted by pl(E). The former terms are computed as follows:

bel(E)=∑F≤E m(F).
pl(E)= ∑FΛE≠Ø m(F).               (1)
Let S be the set of sensors {S1, …, Sq} used by our idrs system. The sensors produce a set of belief functions {bel1, …, belq} associated with their respective {m1, …, mq}.  

Remember, the idrs system works in different ways depending on how its central fusion system works. We distinguish two ways: conjunctive or disjunctive fusion. Dempster’s conjunctive rule of evidence combination is defined as in the above equations (1). Disjunctive fusion uses the following Dempster’s combination rule:
In the conjunctive approach, then, for any E in θ, we have:

m(E) = m1 ( …( mq (E) = α∑E1,…Eq≤θ;E1Λ…ΛEq=E (i=1,q mi(Ei)  (2)

where         

α-1 = 1- ∑E1,…Eq≤θ;E1Λ…ΛEq= Ø (i=1,q mi(Ei).

In the disjunctive approach [Smets 1997], we however have, for any E in θ:
m(E) = m1 v …v mq (E) = ∑E1,…Eq≤θ;E1v…vEq=E (i=1,q mi(Ei)      (3)

Independently of the fusion approach taken, the bba’s have to be discounted to take into account the reliability of various sensors embedded in the network system. Let (=((1, …, (q) define the reliability of the sensors reporting system defined by its bbas as follows:
For any i, i=1,q, 
      mi(reliable Si)= (i;
      mi(non-reliable Si)= 1-(i;
Let (0 denote the average of sensors reliabilities. Without any loss of generalities, we will use the following approximation to compute the new bba of the fused message. 

One may easily verify that the new bba md(E) for the fused message is as follows:
md(E)= (0m(E) for any E in θ;
md(θ)=(1-(0)m(θ).
One may note that our reliability factor is in fact equal to 1 minus Sahfer’s discount factor. 

Because of the difficulty associated with the interpretation of belief functions, we recommend using producing  either the plausibility structure corresponding to the belief functions, or Smets’ pignistic probabilities.

While plausibility may be computed as in equation (1), Smets’ pignistic probability function is induced from the above belief function as follows:
For any F in θ, 
p(F) = ∑E≤θ m(E)|FΛE|/|E|.

As an example, assume that our idrs employs 5 network sensors placed at: net1, firewall3, router7, net5, and router3, as shown in Figure 3. Also assume that we are only concerned with 3 features: F1, F2, and F3, that take values in {L, M, H}, and 3 intrusion classes: C1, C2, and C3. Table 1 provides sensors reports. Table 2 gives the results of the fusion of sensors’ reports.
	Table 1: Sensors reports and belief structure

	Objects
	F1
	F2
	F3
	bel on Classes

	net1
	L
	M
	M
	m1:(C2: .7; θ:.3)

	firewall3
	M
	H
	L
	m2:( C1: .8; θ:.2)

	router7
	L
	M
	M
	m3:(θ:.4)

	net5 
	H
	M
	H
	m4: (C3: .5; C1vC2:.2;θ:.3)

	router3
	L
	H
	H
	m5: (C2: .3; C1vC2:.4;θ:.2)


	Table 2: Fusion of Sensors’ reports

	
	Ø
	θ
	C1
	C2

	bel(D)
	.00
	.86
	.28
	.32

	mD
	.00
	.28
	.16
	.20

	

	
	C3
	C1vC2
	C1vC3
	C2vC3

	bel(D)
	.10
	.48
	.26
	.30

	mD
	.10
	0.12
	.00
	.00


5 Response subsystem
The belief decision tree classifier processes sensors’ fused intrusion information and determines the intrusion class. The response system is a rule base containing knowledge concerning the firm’s risk profile, security policy, and security controls defining the necessary countermeasures for pre-specified intrusion classes. The idrs recommends the appropriate security control and estimates the firm’s new risk position.

A simple example of a subset of rules defining a security control may be as follows:



[image: image3]

The response subsystem should contain a rule base that holds sufficient knowledge to make sure that security controls are deployed according to security policy, and to manage the firm’s security risk profile in a manner that is consistent with risk mitigation policy and sensors’ fused reports. The subset of rules above indicates that the firm’s risk position should be lowered of one level after the reconfiguration of firewalls according to the new firewall security policy.

6 Conclusion
This article introduced an intrusion detection and response system using the Smets’ belief transfer model. The system was trained using data on attack classes expressed using Shafer’s belief functions, and was hence capable of learning new attacks. Network sensors were used to feed the system belief model before a pignistic model is developed. A risk-driven response subsystem was then generated. The generated system should be capable of classifying new intrusion patterns and plan responses to enforce an acceptable risk position as indicated in the corporate security policy.
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Figure 1: Belief decision tree





Figure 2: idrs framework








