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Abstract: - A novel method of the IIR filter design using the genetic algorithm is described in the paper. Newly, a 
simplex direct search method is included to the algorithm to enable its faster convergence. The design procedure is 
implemented in the MATLAB program environment. The genetic algorithm applied is able to find a solution of the 
task successfully. Filter coefficients quantization process is included to the design procedure for realization in a digital 
signal processor with fixed point number presentation. This technique is illustrated on an example of a digital IIR pass-
band filter design, which was simulated in the DSP TMS320C54x software simulator.   
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1   Introduction 
The genetic and evolutionary algorithms were found out 
as a powerful tool in design and optimization of 
electrical circuits and systems. These algorithms are 
time-consuming, but, on the other hand, computationally 
robust and lead to the optimum results of the 
complicated design problems solution. Excellent results 
have been obtained e.g. in a transfer function 
approximation problem solution in many cases of design 
analog or digital filters. For example, in the recent paper 
[7] Storn has proposed a method for the design of a 
digital IIR filter with concurrent requirements for 
magnitude and group delay frequency response by using 
the Differential Evolutionary (DE) algorithms. Similarly, 
Martinek and Vondraš have dealt with the approximation 
of the analog filter transfer function with concurrent 
requirements for magnitude and group delay frequency 
response in the papers [2, 3].  
 Here, a simple method for IIR filter design using 
genetic algorithm will be presented. Such a method has 
been partly described in paper [8, 9], but now an 
efficiency of the method will be improved markedly 
using simplex direct search method. Efficiency of the 
described method will be compared with original 
standard genetic algorithm described in [9].  

Generally the approximation of the filter transfer 
function represents a difficult mathematical problem. 
The commonly used design methods based on a usage of 
numerical methods for nonlinear equation system 
solving, need to estimate an initial approximation well to 
ensure convergence of the computed task. To avoid this, 
a simple method of the digital IIR filter design based on 
standard genetic algorithm is presented in this 
contribution. In general, the presented design method 
does not require the estimation of the initial condition. 

    Note that genetic algorithms are powerful global 
minimization algorithms which simulate an evolutional 
process in the nature, see [5]. They store a number of 
representations of solutions to a problem in the so called 
a ‘population’ matrix. The genetic algorithms can 
minimize not only a standard function, but also highly 
nonlinear and partly non-differentiable functions with 
many local minima. The disadvantage of genetic 
algorithms is the stochastic nature; it means, we are not 
able to predict the rate of convergence exactly, but some 
experiments show that the convergence process is 
relatively quick. 

 
 

2   Improved Genetic Algorithm for 
Function Minimization 
The standard genetic algorithm using floating-point 
number representation to find continuous parameters 
was proposed and programmed in the Matlab 
environment. The function of the algorithm can be 
described in the following block diagram in Fig. 1. 
 

 
 

Fig. 1. Block diagram of the genetic algorithm 
 
1. Generation of the initial population. This population 
is generated as NP x D matrix, where NP is number of 
members of the population and D is number of unknown 



variables in the solved task. Each element of the matrix 
is generated as a random number with uniform 
probability distribution in the form: 
 
                     min)(maxmin, −⋅+= rx ji                         (1)
 
where i = 1...NP, j =1...D  and range of the variables is   
(min..max). 
2. The selection mechanism. This algorithm uses a 
tournament selection. Two members of the population 
are chosen randomly and their values of the objective 
function are compared. A member which has lower 
value of the objective function is chosen. The selected 
member is inserted into the new population. The 
selection mechanism runs till the necessary number of 
members for creating the new population is not found.  
3. Crossovering. For this algorithm an arithmetical 
crossover operator was used, which can be defined in the 
form: 
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where x is a randomly chosen member of the population, 
y is the best member corresponding with the best 
solution of the problem in previous algorithm running, r 
is random number with uniform probability distribution 
in the range (0..1) and x’,y’ are new offspring. Member x 
is chosen with uniform probability Pc. The advantage of 
this operator is that it does not need to check exceeding 
of the range of the found variables if there is solved the 
task with the limited variables.  
4. Mutation operator. This operator is defined as 
follows: elements of the offspring are chosen with 
uniform probability Pm and then each of them is 
substituted by a number with uniform probability in the 
form: 
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where i is the position in the matrix NP x D and range of 
the variables is (min..max). 
5. The simplex search method, see [10]. This is a direct 
search method that does not use numerical or analytic 
gradients. If n is the length of x, a simplex in n-
dimensional space is characterized by the n+1 distinct 
vectors that are its vertices. In two-space, a simplex is a 
triangle; in three-space, it is a pyramid. At each step of 
the search, a new point in or near the current simplex is 
generated. The function value at the new point is 
compared with the function's values at the vertices of the 
simplex and, usually, one of the vertices is replaced by 
the new point, giving a new simplex. This step is 
repeated until the diameter of the simplex is less than the 

specified tolerance. The method can often handle 
discontinuity, particularly if it does not occur near the 
solution. As a starting vector for this method is used the 
best member corresponding with the best solution of the 
problem in previous algorithm running. 
6. Second crossovering. This operator is defined by 
formulae (2), (3). But, x is a vector obtained using 
simplex method, y is the best member corresponding to 
the best solution of the problem in previous algorithm 
running, r is random number with uniform probability 
distribution in the range (0..1) and x’,y’ are new 
offspring in this operator. Both new offspring are 
included to the population matrix instead of two vectors 
with the worst value of an objective function. 
7. Avoiding of convergence to local extremes. The 
simplex method may only give local solutions. 
Therefore, a special functional block has to be included 
to the modified genetic algorithm, which enables to 
avoid convergence of the algorithm to the local 
extremes. It works by the following principle: if the best 
value of minimization process does not change during 
performance of a preselect number of generations then a 
population vector, which appertain to the best value, it is 
saved to special matrix Z. Thus, population vectors, 
which denote local extremes, are saved in the matrix. 
Subsequently, new population matrix is generated by the 
principle described above for block 1. Population 
vectors, which correspond to the vectors values saved in 
the matrix Z, are penalized during evaluation of an 
objective function. It will be described in greater detail 
on practical example. 
8. Sometimes the best offspring dies from the previous 
generation as the result of operation: selection, 
crossovering and mutation. Therefore, proposed 
algorithm uses the elite strategy. This strategy saves the 
best offspring, which is always inserted into the new 
population. 

This process is repeated until an acceptable solution 
has been found or a preselect number of generations has 
been performed.  
 
 
3   Application Task 
To illustrate usability of the described algorithm to the 
digital IIR filter design, an example of the "full" design 
of the IIR digital band-pass filter will be presented. 
The filter should answer the requirements to magnitude 
frequency response defined by band-pass filter 
specification in Fig. 3. An implementation on a digital 
signal processor is presumed. A cascade structure is 
preferred as the design method. It is important to 
mention the necessity of the filter transfer function 
coefficients quantization with respect to the fixed-point 
digital signal processor, see [1]. Moreover, it is usually 



requested to implement the cascade structure applying 
minimal memory and computing time requirements. 
   Therefore, a design procedure starts from the solution 
of the approximation problem leading to the 
identification of the transfer function H(z) defined as a 
product of the second order transfer functions of the 
cascaded biquadratic sections in the form: 
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The biquadratic section can be realized by the "standard" 
canonical structure corresponding to the block diagram 
in Fig. 2. 
 

 
 

Fig. 2. Block diagram of the “biquadratic” section  
 

The family of TMS320C54x digital signal processors 
was chosen for the IIR filter implementation. This 
processor uses an advanced Harvard-type architecture 
with common address space for the program memory 
and data memory. These C54x’ processors are 16-bit 
fixed point. Therefore, coefficient value must be 
converted to a fraction format of the number. If the 
number is expressed in twos complement form then 
maximum positive value is 1-2-k, where k is number of 
the used bits and minimum negative value is -1. 
 
3.1   The digital IIR filter design procedure      

As mentioned, the filter requirements are determined 
by the band-pass filter specifications under Fig. 3. These 
requirements to the magnitude frequency response can 
be accomplished using digital IIR filter with 6th-order 
transfer function proposed by applying the Cauer 
approximation.    
 

 
 

Fig. 3. The magnitude frequency response specification 

Now, a design of the 6th-order digital filter transfer 
function using improved genetic algorithm will be 
proposed. A general 6th-order transfer function can be 
defined by formula: 
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    The resulting "realization form" of the IIR filter 
cascade structure transfer with the quantized coefficients 
is expressed by the formula (7) 
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As evident, the cascade filter coefficients must be 

calculated at first and then these coefficients ak,i, bk,i 
must be modified, because of coefficients quantization, 
by the terms 
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 A fundamental of the presented procedure is the BP 

transfer function complex poles computation with 
respect to the prescribed magnitude frequency response 
under the filter specifications. The mathematical 
formulation of the objective function is 
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where 4,3,2,1, =iH i  are partial objective functions. 
Population members are represented by vector x = [x1 
,..,x13]. In the case of transfer function H(z) vector x  is 
mapped as 
 

x1=r11 
x2=r12 
x3=r13 
x4=r21 
x5=r22 
x6=r23 
x13=K 

x7=ϕ11 
x8=ϕ12 
x9=ϕ13 
x10=ϕ21 
x11=ϕ22 
x12=ϕ23 

 
The functions H1, H2, H3, and H4 are defined (for 

solved example, the whole magnitude frequency 
response is sampled at 128 equidistant points) as: 
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where ap is passband loss and as is stopband loss. The 
magnitude frequency response is calculated using the 
term 
 

( ) ( ) ωω ˆ10log20ˆ ⋅=⋅= jezdB zHH , (14)

 
where the variable ω̂  means normalized frequency 
 

T⋅= ωω̂ .   (15)
 
T labels the sampling interval. 
Pk are the penalty functions, which can be computed by: 
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where D is number of vectors in the matrix Z, xz is 
vector, which denotes local extreme, saved in matrix Z. 
The τ is tolerance value. 
   Although the original standard genetic algorithm does 
not need penalty functions, usage of its combination 
with simplex method leads to needfulness of application 
these penalty functions. 

The penalty function P1 is included into the objective 
function to guarantee stability of the IIR digital filter. As 
is known, the radii of the complex poles must be located 
inside the unit circle in the complex plane of the variable 
z. The penalty function P2 ensure positive values of radii 
and the penalty functions P3, P4 ensure the range of the 
phases of the poles. The penalty functions P5, P6 ensure 
correct value of amplification. The penalty function P7 is 
designated for avoiding of the algorithm convergence to 
the local extremes. If the whole vector x corresponds 
with vectors xz saved in Z then such vector x is penalized 
using the function P7. Here we have used partly 
modified penalty functions published in [7]. 

The vector xopt, for which the objective function F(x) 
= 0, is the wanted solution of the digital IIR filter design 
problem. 
 
 
3.2 Results 
    The optimization task stated above for transfer 
function H(z) was solved using the initial settings: 
NP=150, Pc=0.8, Pm=0.1, variables range: x1 – x6, x13 ∈ 
(0..1), x7 – x12 ∈ (0..π), τ = 0.5. Simplex method is 
always started after performing of first 40 generations. 
Then, it is started every time after 20 next performed 
generations (for instance 40, 60, 80, etc.). If the 
algorithm converges to the local extreme then the “Local 
extremes avoiding” block is run firstly. In that case, 
simplex method is started every time after 2 next 
performed generations (for example 202, 204, 206, etc.). 
The original standard genetic algorithm (described in 
[9]) found solution of the mentioned task after 46978 
generations. New algorithm, which is described in this 
paper, is able to find solution much faster. The genetic 
algorithms exhibit stochastic nature. Therefore, the 
algorithm has been re-run repeatedly. It has been 
performed 100 experiments. The solution has been found 
successfully in all accomplished experiments. The fastest 
obtained solution, which has been found after 81 
generations, is following: 

 
 x1=r11=0.09648870641035 
 x2=r12=0.76519031536948 
 x3=r13=0.24816888604443 
 x4=r21=0.92978008629822 
 x5=r22=0.84162098398208 
 x6=r23=0.92741595600869 
 x13=K=0.01907126335150 

x7=ϕ11=0.80411123686141 
x8=ϕ12=2.90680611153180 
x9=ϕ13=1.33580857708929 
x10=ϕ21=2.19435853956300
x11=ϕ22=2.38205436961830
x12=ϕ23=2.52162355501998

 
The slowest acquired solution has been found after 2097 
generations. We have obtained after accomplishing of 
100 experiments average value 336 generations needed 
for finding solution of the task stated above. It is in 
comparison with result from paper [9] very good value. 



Important note: we have tried to use described algorithm 
without block denoted as “Local extremes avoiding”. 
We have obtained only 71 successfully found solution of 
100 performed experiments in this example. Therefore, 
usage of this block is important. 

The filter was simulated in the C54x’ signal 
processor software simulator where the filter was 
programmed in an assembly language. The evaluated 
magnitude frequency response of the proposed filter is 
shown in Fig. 4.  
 

 
 

Fig. 4. The magnitude frequency response of filter with 
transfer function H(z) 

 
The figure contains graph of ideal magnitude 

frequency response achieved as result of the IIR filter 
simulation in the MATLAB environment, and the real 
magnitude frequency response, which was achieved by 
mentioned filter simulations in the C54x’ signal 
processor software simulator. As can be seen, the real 
magnitude frequency response fully corresponds to the 
ideal magnitude frequency response. 
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5   Conclusion 

Usage of the combination of the genetic algorithm 
and simplex search method is new unconventional 
design method of the digital IIR filter. The band pass 
digital filter transfer function was proposed successfully. 
Resultant magnitude frequency response fully satisfies 
the pre-assigned tolerance band.  

The described method is able to solve this class of the 
tasks effectively, even if the application of other 

numerical methods can lead to the convergence 
problems.  
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