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Abstract: - An actual problem is how to evaluate the quality of IP network. Differentiated Services is a 
promising architecture for the next generation Internet due to its highly flexible, scalable and interoperable 
design. In Differentiated Services, scheduling disciplines play an important role in achieving service 
differentiation. In this paper two queuing models are pending: M/G/WFQ and M/G/1/p3. Thus we are 
considering, which model can better support quality of services with the lowest difference of delay between 
data packets. 
 
Key-Words: IP network, Differentiated Services, Quality of Service, Class of Service, Queuing discipline, 
M/G/1/WFQ, M/G/1/p5. 
 
 
1 Introduction 

IP networks are currently evolving from their 
original architecture, capable of supporting a single 
Best Effort (BE) type of service, towards to a new 
advanced architecture characterized by the capability 
of differentiating a multiplicity of Classes of 
Services (CoS) providing different levels of 
performances (IP Differentiated Services scenario) 
[1]. This evolution enables the utilization of IP 
networks to offer a wide variety of highly valuable 
services, creating new business opportunity for 
Telecom operators and accelerating the process of 
renovation of network infrastructures [2]. In order to 
be successful, however, this process requires a 
greater capability of controlling network 
performances with respect to the former structure. 
As a consequence, there is an increasing interest 
towards to the definition and the implementation of 
techniques exploitable to meet the desired level of 
performance under different operational conditions. 
This new field of activities is usually referred to as a 
traffic engineering for IP networks [3]. 

An issue that still needs more research in the 
Differentiated Services (DiffServ) architecture is 
how to evaluate the flow level quality requirements 
and fairness issues [4], e.g., packet loss probabilities 
and fairness in bandwidth allocation, which can be 
achieved by means of the packet level control 
mechanisms. Functioning of various DiffServ PHB 
groups, including Assured Forwarding (AF), 
Expedited Forwarding (EF) and Best Effort 
Forwarding (BF) has been analyzed with analytical 
models in [5] and with simulation models in [6]. 

A guaranteed, or at least expected, throughput is 
the quality of service (QoS) feature of interest to 
most applications, and that tagging packets should 

be used to provide such a guarantee [7, 8, 9]. 
However, current proposals for DiffServ 
architectures do not quantify the service they would 
provide applications [10, 11, 5]. 

In order to support DiffServ in IP networks, 
different queuing disciplines are in use [12]. In this 
paper we consider absolutely new queuing 
disciplines: M/G/1/p3 and M/G/WFQ, based on 
M/G/1. In the second one queuing discipline, there 
are integrated M/G/1 queuing discipline and WFQ 
queue scheduling discipline. Weighted Fair Queuing 
(WFQ) was developed independently in 1989 by 
Lixia Zhang and by Alan Demers, Srinivasant 
Keshav, and Scott Shenke. WFQ is the basis for a 
class of queue scheduling disciplines. WFQ can 
provide strong upper-bound, end-to-end delay 
performance guarantees and supports the fair 
distribution of bandwidth for variable-length packets 
by approximating a generalized processor sharing 
(GPS) system. 

The rest of the paper is organized as follows. In 
Section 2, we analyze and obtain analytic 
expressions for queuing models M/G/1/p3 and 
M/G/WFQ. In Section 3 we use expressions from 
Section 2, as well as simulations to illustrate the 
benefits and shortcomings of these models. Section 
4 concludes the paper. 
 
 
2 Analysis of queuing models M/G/WFQ and 
M/G/1/p3 

We are analyzing two queuing models. The first 
one is, proposed by us, M/G/WFQ model, based on 
M/G/1 queuing model with several queues for each 
incoming priority traffic and WFQ queue scheduling 
discipline. WFQ queue scheduling discipline does 



provide fairness protection across classes, so all 
classes of the traffic receives assured access to the 
output link [12]. And the second one is M/G/1/p3 
model, based on M/G/1 queuing model with one 
queue for all incoming traffic, without reference 
which priority class it has. Both these models can be 
realized in the DiffServ router and support proper 
quality of service. Our goal is to analyze, which 
model can better support less difference between 
mean delay of the data packet with high and low 
priority of class. So we do not take into 
consideration packet loss, in other word the length of 
buffer in our models is infinity. 
 
 
2.1 M/G/WFQ Stochastic Analysis 

Let us consider a single-server EFTF WFQ 
system fed by multiple Poisson streams with arrival 
rates K��� ,...,, 21  as shown in Figure 1. The buffers 
corresponding to different flows are infinite in 
length and the packets in each of those buffers are 
served in the order they arrive. We use i

kM  to 
denote the length (in bits) of the ith data packet 
arrival at the kth buffer, Kk � .  

We use new approach CMT i
k

i
k /�  to denote the 

service time (in seconds) of the ith data packet 
arrival at the kth buffer, where C is the output link 
capacity. The random variables i

kT  from the multiple 
Poisson streams are identically distributed, mutually 
independent, and independent of the arrival times. 
Such variables i

kT  can assume any general 
distribution. We denote the mean service time of 
arriving data packets by �/1][ �� i

kTET , where �  
is the mean service rate. The second moment of the 
service time is denoted by 2T . For convenience, we 
refer to the total arrival rate at the WFQ system by 

� �
�

Kk k�� . 
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Figure 1. Arrivals at the Weighted Fair Queuing 
System. 
 

The utilization of each connection k is denoted 
by ���� /kkk T �� , while the utilization of the 

output link is given by T�� � . We also previously 

defined kkkk rM /�� �� . In this analysis we maintain 
1��k�  for all Kk � . This ensure that we maintain 

1�� , which keeps the system from being 
overloaded (in an average sense). 

We denote the mean packet waiting time in 
queue k by Wk, and the expected number of packets 
in such a queue (not including any packet that may 
be in service) by Nk. We assume ergodicity of the 
queueing system (which is true provided, when 

1�� ) and note that, in our system, the values of Nk 
and Wk seen by an outside observer at a random time 
are the same as seen by an arriving customer. This is 
due to the Poisson character of the arrival process, 
which implies that the occupancy distribution upon 
arrival is typical [13]. 

Now, let us consider the ith data packet arrival at 
the kth queue of the WFQ system. This packet must 
wait in queue for a mean residual time R until the 
end of the current packet transmission and must also 
wait for the transmission of the mean number of 
packets Nk currently in the kth queue ahead of it. In 
addition, the ith packet must also wait for the 
transmission of all packets in the system (not in 
queue k) with timestamps (virtual finish times), that 
are smaller than the timestamp assigned to the ith 
packet. The mean number of such packets in each 
queue j in the system is denoted by Pj (see Figure 1). 
Thus, the mean queuing delay (waiting time in 
queue k) for the ith packet is given by, 
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where we used the fact that buffer occupancy is 
independent of individual packet service times, and 
we also used J to represent the set of all flows 
supported by the scheduler except flow k. In other 
words, � �kjKjJ ��� : . We can evaluate the 
mean residual time R by a graphical argument as in 
[13] to obtain 2/2TR �� . Using Little’s law, 

kkk WN �� , we get, 
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The only unknown quantities in (2) now are the 
values of Pj . To find these values, let us consider a 
single queue Jj �  in the system. Assume that this 

queue has a connection potential )( i
kj a�  at the time 

i
ka  of packet’s i arrival. Assume also that the 

connection potential of queue k was )( i
kj a�  at that 

time. Noting that the Pjth packet in the jth queue 
should have a timestamp that is smaller than the ith 
packet (in queue k) so that the WFQ scheduler can 
serve it first, we get: 
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Also, packet Mj + 1 in the jth queue should have 
a timestamp that is larger than the ith packet in 
queue k. Hence, we can write, that 
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Rearranging this expression, we get the following 
upper and lower bounds on Mj , respectively, 
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where jkkj ��� ��  is the difference in the 

connection potentials of flows k and j. Lets take a 
note, that in (4) we limited the lower bound on Pj to 
a minimum value of zero. Otherwise, such a lower 
bound may turn out to be negative, which happens 
when Nk is small and the conversion factor is 

1/ ��kj rr . Such a negative value of Pj is not 

practically acceptable. Also lets take a note, that we 
have limited the Pj upper and lower bounds in (3) 
and (4) to a maximum value equal to the mean 
number of packets Nj in the jth buffer, which is 
another practical limit we have to maintain. 
 
 
2.1.1 The Upper Bound on Mean Packet Delay 

The challenge we face in trying to solve for the 
upper bound on mean packet delay is that we need to 
choose the minimum of two quantities in (3) for 
each flow Jj �  before being able to substitute it 
into (2). Such a decision cannot be made without 
prior knowledge of the actual Nj (or Wj) values, 
which are the unknowns we are seeking to find. 

In order to avoid such a problem we noticed, that 
as far as the upper bound on mean packet delay is 
concerned, using the first expression on the right 
hand side of (3) instead of the minimum does not 
actually affect the correctness of the upper bound on 
Pj , although it might slightly weaken its tightness. 
Since such an expression is not dependent upon the 
value of Nj , we can drastically simplify the 
derivation process, which gives us the following 
upper bound on mean packet delay, which is based 
on (2), (3) and the upper bound on kj� , 
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where Wk is mean packet delay; 2T  – service time; 
�  – arrival rate; �  – mean service rate; r – 
conversion factor; �  – utilization of the output link; 
C – output link capacity and fairness bound 

jjj rL /�� . 

On the other hand, using the improved upper 
bound on kj�  expression (5) transforms into, 
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2.1.2. The Lower Bound on Mean Packet Delay 

In order to find the lower bound on the mean 
packet delay Wk requires a similar approach to that 
of finding the upper bound. For the lower bound, 
however, we cannot just substitute the first 
expression in (4) instead of the required minimum 
since this is mathematically incorrect. However, we 
can still derive a simple equation for the lower 
bound similar to that of (5) by setting the minimum 
in (4) to zero all the time, which gives the following 
simple lower bound on mean packet delay: 
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where Wk is mean packet delay; 2T  – service time; 
�  – arrival rate; k�  – utilization of the output link. 

Obviously, this is not the best possible lower 
bound on mean packet delay. However, this lower 
bound is reasonably tight in almost all practical 
cases. 

Now, using the upper and lower bounds on mean 
packet delay in (5), (6) and (7) we can derive the 
corresponding upper and lower bounds on mean 
buffer occupancy using Little’s law, which states 
that kkk WN �� . 
 
 
2.1.3. Properties of the Delay Bounds 

An important observation we can make about the 
M/G/WFQ delay bounds derived earlier in Section 3 
is that both the upper and lower bounds increase in 



inverse proportion to k��1  (or k� ��1 ). This means 
that the mean packet delay in our system is expected 
to be dramatically increased as the utilization factor 
approaches unity, or at least that would be the 
behavior of the delay bounds in such a condition. 
Comparing this to an M/G/1 queuing system, we 
notice the same exact behavior for the mean packet 
delay versus utilization. This behavior is actually a 
general characteristic of almost any queuing system 
one might encounter. 

Now let us consider which operating condition 
would result in tighter bounds on mean packet delay. 
It is easy to see from (5) and (7) that the difference 
between the upper and lower bounds is mainly 
dependent on a summation factor including the 
fairness bounds jj���  for all Jj � . This means 

that tighter bounds are expected in the following 
situations: 1) when the number of flows K supported 
by the scheduler is smaller, 2) when the fairness 
bound of the WFQ system is tighter and 3) when the 
load on queue k, measured by k� , is smaller. In 
Section 3 we propose simulation results of this 
model. 
 
 
2.2. M/G/1/p3 Stochastic Analysis 

This model has infinite queue and, in our case, it 
can serve the traffic with three priorities: Assured 
Forwarding (AF), Expedited Forwarding (EF) and 
Best-Effort Forwarding (BF), for example it can be 
video, voice and data streams. In other cases this 
model can work up to five priorities data streams. 
So, all three data streams pass into one infinite 
queue, then they take a service and fall into output 
link (see Figure 2). Following our usual notation, we 
assume that the arrivals come from a Poisson 
process with rates �1, …, �n, and that the mean 
service time is [14]: 
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and M is length (in bits) of the data packet and C – 
the output link capacity. 

The total arrival rate is 
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where n is priority class and, in our case, it can vary 
from 1 to 3. 

Expected number �  being served at any time is: 
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Figure 2. Arrivals at the M/G/1 system. 
 

The basic parameters for M/G/1/p3 model we 
know from [14]. The additional coefficients we can 
express in this way. 

For priority class 1: 

�
�1

1 �A , 01 !� . 

For priority classes with lower priority: 

�
�n

mn AA �� , 0!n� , 

where m is class with higher priority and, in our 
case, it varies from 1 to 3. 

2

1
2 �
�

�"� VC , 

where V is a variance of the service time. 
Mean delay of the data packet for every priority 

class can be calculated as follows. 
Expected time in the system: 

�
1

�� qnn WW , 0!n� .   (12) 

Expected waiting time in the queue for priority 
class 1: 
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C
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Expected waiting time in the queue for priority 
classes with lower priority: 
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C
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where m is class with higher priority and, in our 
case, it varies from 1 to 3. 

This model is flexible and it can be used to 
calculate mean delay of the data packet for two, 
three, four or five priority classes. 
 
 
3. Modeling results 

Several simulations are performed to validate the 
results of the M/G/WFQ and M/G/1/p3 analysis 
presented in Section 2. In this experiment, a WFQ 
server in the M/G/WFQ model and server in 
M/G/1/p3 model with a total output link capacity    
C = 1,1 Mbit/s supports three incoming Poisson 
streams with different priorities. The reserved rates 
for the different connections with different priorities 
in M/G/WFQ model are: rj = 0,5 Mbit/s; rk = 0,4 
Mbit/s; rK = 0,2 Mbit/s. The incoming sources rates 
in M/G/WFQ and M/G/1/p3 models are: 

Kkj ��� ��  and they varies between 0,1 and 6 



erlangs (erl.). The mean service rate �  varies 
between 6 and 20. Using expressions (6) and (7) for 
M/G/WFQ model we obtain upper and lower bounds 
of packet delay in the system. In Figure 3 the mean 
delay of the packets in the system is shown only for 
packets with high and low priority. Using expression 
(12) for M/G/1/p3 model we obtained the mean 
delay of the packets in the system. In Figure 3 the 
mean delay of the packets is shown only for packets 
with high and low priority, too. 
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Figure 3. The mean delay of packets in the system, 
when µ = 6. 
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Figure 4. The mean delay of packets in the system, 
when µ = 20. 
 

In Figures 3 and 4 we can observe very 
interesting dependence, when the arrival rate is 
about 0,9 erl., mean delay of the data packets with 
high and low priority of class in the system with 
M/G/WFQ queuing discipline is higher, than in the 
system with M/G/1/p3 queuing discipline. But, when 
the arrival rate increases and reaches 6 erl., mean 
delay of the data packets with low priority of class in 
the system with M/G/1/p3 queuing discipline 
becomes extremely high, comparison with system 
with M/G/WFQ queuing discipline. It was not in 
vain, because the algorithm of WFQ queue 
scheduling discipline using resources of processor 
and, when arrival rate is low, mean delay of the data 
packet is higher, than in the system without this 
discipline. But, when arrival rate is high WFQ queue 
scheduling discipline with its fair distribution of 
bandwidth for all priorities of rate, provides smaller 
mean delay both, and data packets with high priority 

of class, and especially data packets with low 
priority of class. 

In the second experiment, using the same initial 
data and mathematical expressions, as in the first 
experiment, we proved which factor of difference is 
between the mean delay of the data packets in the 
system with high and low priority of class (see 
Figures 5 and 6). 
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Figure 5. Factor of difference between the mean 
delays of the packets in the system with high and 
low priority, when µ = 6. 
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Figure 6. Factor of difference between the mean 
delays of the packets in the system with high and 
low priority, when µ = 20. 
 

In this experiment we observe very similar 
tendency of mean delay of the data packets in the 
systems with M/G/1/p3 and M/G/WFQ queuing 
disciplines, as it was in the first experiment. Only in 
this experiment, we computed the factor of 
difference between the mean delay of the data 
packets with high and low priority of class in the 
systems with M/G/1/p3 and M/G/WFQ queuing 
disciplines. The model with WFQ queue scheduling 
discipline and the data packets with high and low 
priority of class serves more flexible and the 
difference between them of the mean delay is 
smaller, than in the system with M/G/1/p3 queuing 
model. 

In the last of our experiment, a WFQ server in 
the M/G/WFQ model and server in M/G/1/p3 model 
with a total output link capacity C = 1,1 Mbit/s 
supports three incoming Poisson streams with 
different priorities. The reserved rates for the 
different connections with different priorities in 



M/G/WFQ model are: rj = 0,5 Mbit/s; rk = 0,4 
Mbit/s; rK = 0,2 Mbit/s. The incoming source rates in 
M/G/WFQ and M/G/1/p3 models are: 

5,0��� Kkj ���  erl. The mean packet length M 

varies between 100 and 1000 bits per packet. Using 
expressions (6) and (7) for M/G/WFQ model we 
obtain upper and lower bounds of packet delay in the 
system. In Figure 7 the mean delay of the packets in 
the system is shown only for packets with high and 
low priority. And using expression (12) for 
M/G/1/p3 model we obtained the mean delay of the 
packets in the system. In Figure 7 the mean delay of 
the packets in the system is shown only for packets 
with high and low priority, too. 
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Figure 7. Delay of the traffic in M/G/1/p3 and 
M/G/WFQ models, vs. the length of the data packet, 
when � = 0,5 and C = 1,1 Mbit/s. 
 

In this experiment we observe the same tendency 
of the mean delay of the data packets with high and 
low priority of class, as it was in the first and second 
experiments. Practically there is no difference 
between the mean delay of the data packets with 
high priority of class in both systems. But long data 
packets with low priority of class in the system with 
M/G/1/p3 queuing discipline have higher mean 
delay, than it was in the system with M/G/WFQ 
queuing system. 
 
 
4. Conclusions 
� Experiments, described in this paper, confirm, 

that more advantageous and flexible is 
M/G/WFQ queuing model. But in real system 
the realization of the M/G/WFQ queuing 
discipline is more complicated.  

� In design a real system the load of a system 
have to be taken into account. Thus for a load, 
which is about 1 erl., it is preferable to apply 
M/G/1/p3 queuing discipline, but in the case of 
variable load or higher than 1 erl., the 
M/G/WFQ queuing discipline would be more 
acceptable. 

� Mathematical models, developed in the paper, 
evaluate only delay of the data packets and do 
not take into consideration packets loss, but can 

be extended easily, incorporating variable K, 
with restrictive size of a buffer. 
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