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Abstract: - Data mining has recently emerged as an important issue of multimedia research. New trends are 
focused on knowledge discovery in large multimedia repositories, however, traditional data mining approaches 
do not seem to bear fruits. There is a need to use new techniques to mine knowledge from multimedia, link 
content top context and more importantly, to exploit them in real life applications. In this communication we 
review the state of the art in multimedia data mining, discuss the role of metadata standards and present future 
trends in this research area.  
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1   Introduction 
According to recent studies, humanity has produced, 
in the last three years, as much information as in all 
the previous years of its history. This totals an 
amount of 12 Exabytes of data in the form of print, 
sound and audiovisual media. The ever-increasing 
production of digital information, combined with the 
continuous improvement of digitization methods, 
has made the management of digital collections 
extremely difficult.  

Multimedia, and more particularly images and 
video, are important parts of on-line digital 
information. Furthermore, advances in image 
acquisition and storage technology have led to 
tremendous growth in very large and detailed image 
databases. These digital media, if analyzed, can 
reveal useful information to the human users. 
Multimedia Mining (MM) deals with the extraction 
of implicit knowledge, image data relationship, or 
other patterns not explicitly stored in the multimedia 
[1]. It is more than just an extension of data mining 
to the image or video domain. It is an 
interdisciplinary endeavour that draws upon 
expertise in image processing, image retrieval, 
semantic technologies and machine learning. 

Multimedia mining or knowledge discovery is 
the nontrivial extraction of implicit, previously 
unknown, and potentially useful information from 
large collection of data. It can be viewed as a 
multidisciplinary activity because it exploits several 
research disciplines of artificial intelligence such as 
machine learning, pattern recognition, expert 
systems, knowledge acquisition, as well as 
mathematical disciplines such as statistics, 
information theory and uncertain inference. 
Knowledge discovery refers to the overall process of 
extracting high-level knowledge from low-level data 
in the context of large databases.  

The overall goal of current research efforts is to 
enable automatic application to application (A2A) 
interaction in large digital repositories by way of 
machine processable knowledge. Research is also be 
targeted on the ability of the methodology envisaged 
to enable the efficient integration of discovered 
knowledge back into real life systems where it can 
be utilized. For this reason, a special case study will 
take place in the domain of digital art.   

We view this research effort on multimedia 
data mining as more than just an extension of data 
mining to the multimedia domain. It is an 
interdisciplinary endeavor that draws upon expertise 
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in image processing, image retrieval, 
semantic/metadata technologies and machine 
learning. 

Data mining has recently emerged as an 
important issue of multimedia research. New trends 
are focused on knowledge discovery in large 
multimedia repositories, however, traditional data 
mining approaches do not seem to bear fruits. There 
is a need to use new techniques to mine knowledge 
from multimedia, link content top context and more 
importantly, to exploit them in real life applications. 
In this communication we review the state of the art 
in multimedia data mining and discuss future trends 
in this research area.  

 
2 The different steps of Knowledge 
Discovery 
Knowledge discovery process usually consists of an 
iterative sequence of, generally, the following steps 
(figure 1):  data pre-processing, feature extraction, 
data mining tasks algorithms, interpretation and 
evaluation. 

 
 

Figure 1. General multimedia mining 
process 

Multimedia data mining, being a subfield of data 
mining, deals with the extraction of implicit 
knowledge, multimedia data relationships, or other 
patterns not explicitly stored in multimedia 
databases [2]. Multimedia data mining may not be 
limited to images, video or sound, but encompasses 
text as well. In this proposal, we consider only 
images and video objects when referring to 
multimedia data mining. 

Despite the fact that multimedia has been the 
major focus for many researchers around the world, 
data mining from multimedia databases is still in its 
infancy. Although, it uses findings from the above 
mentioned individual scientific fields which, in 
themselves may be quite matured, multimedia 
mining, to date, is just a growing research focus and 
is still at an experimental stage. This has caused 

many misconceptions about what multimedia 
mining is and what are the differences with related 
areas. Works such as the one of [3] successfully 
point out major differences:  

 MM vs. Computer Vision or Image 
Processing: MM’s goal is to extract patterns 
from large collections while the other areas 
focus on understanding  and/or extracting 
features from a single image. 

 MM vs. Pattern Recognition: they share 
feature extraction steps but differ in pattern 
specificity. Pattern recognition’s objective is 
to recognize specific, classification patterns; 
pattern generation and analysis. MM’s 
objective is to generate all significant 
patterns without prior knowledge of what 
they are; patterns are more diverse; more 
aspects (besides generation and analysis) are 
involved: indexing, storage, representation, 
visualisation etc.  

 
3 State of the Art 
The diversity in the techniques used for MM has led 
to a plethora of methods that can, however, fall 
under two general frameworks: functional and 
information-driven. The former focuses on the 
functionalities of different component modules to 
organize image mining systems while the latter is 
designed as a hierarchical structure with special 
emphasis on the information needs at various levels 
in the hierarchy [4]. Since functional frameworks 
seem to be unable to take into account different 
layer of information representation, information 
driven frameworks have gained more acceptance. 

Besides frameworks, several techniques have 
been used for every single step of the MM process. 
Since in this proposal we are also focusing on image 
processing techniques used in MM, the review will 
include object recognition, indexing and retrieval, 
image classification and clustering and association 
rules mining solutions proposed by researchers in 
the past few years. Although object recognition, 
indexing and retrieval are not directly considered by 
many as data mining tasks, we consider them as 
essential technologies for multimedia repository 
management. The combined use of these 
technologies with core data mining techniques leads 
to more efficient management processes. 

Image indexing and retrieval solutions 
currently are used to solve similarity search 
problems. They are mostly feature-based solutions. 
The basic idea of feature-based similarity search is 
to extract important features from the multimedia 
objects, map the features into high-dimensional 
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feature vectors, and search the repository of feature 
vectors for objects with similar vectors (figure 2).  
 

 
Figure 2. Feature-based similarity 

search ([7]) 
 
Features (figure 3) may include colour, 

histograms, edge distributions, texture measures and 
others. A good work on using numerous features at 
the same time for multimedia retrieval can be found 
in [5,6]. 
 

 
Figure 3. Decomposition of a 

multimedia object into features ([5]) 
 

K-dimensional data structures that support point, 
range and nearest neighbour queries are used to 
index the multimedia: SR-Tree, TV-tree, X-tree, 
Static Interpolation Search Trees etc. A 
comprehensive survey of data structures used in 
multimedia are presented in [7].  In the case of 
multimedia, feature similarity queries defines a 
metric space, instead of vector space. An interesting 
categorisation of different approaches, with a special 
interest in multimedia mining, are presented in [8]. 
One of the main problems in this area is the 
‘dimensionality curse’, the efficient selection of 
features and of course retrieval speed and accuracy. 

Recent approaches have explored the 
compressed domain, MPEG-7 based searching [9], 
multi-visual features [10], Wavelets and Discrete 
Fourier Transform [11,12], multi-resolution 
indexing, shape matching [13], models for 
semantics-based retrieval [14]. An exhaustive 
survey of image retrieval applications can be found 
in [15]. 

Image classification and clustering are the 
supervised and unsupervised classification of 
multimedia objects into groups. Recent approaches 

take into account the presence of metadata like the 
one of [16], automatic annotation and retrieval based 
on a training sets [17] and top–down orthogonal 
semantic classification of image fragments [18]. 

Association rule mining is frequently used in 
multimedia mining to uncover interesting trends, 
patterns and rules in large datasets. There are two 
main approaches: mining from large collections of 
multimedia objects, and mining from a combined 
collection of images and associated alphanumeric 
data (e.g. hypertext, hypermedia). Recent works in 
the first category include viewpoint patterns mining 
(patterns that capture the invariant relationships of 
one object from the point of view of another object) 
[19], content based approaches [20] visual 
dictionaries (created for colour, texture, shape 
feature etc.) [21], neuro-fuzzy approaches for 
limited number of images [22], patterns that can be 
analysed with wavelets [23], Markov models that 
discovers affinity relations [24] and unsupervised 
discovery (mining) of patterns in spatial-temporal 
multimedia data [25]. The second category includes 
research based on segmented images with associated 
text [26], support vector machines [27]; and 
combination with hypertext mining [28].  

 
4 Linking content and context: the role 
of metadata 
Metadata standards play an important role for 
multimedia mining because they are used to describe 
content and context. As context we refer to the 
application environment or the application itself. 
Context is important because it enforces certain 
requirements not only on how to treat data but also 
on what to derive form data in order to achieve 
adequate quality of service. For example, 
multimedia data mining in web applications uses the 
same type of information with a local multimedia 
repository (e.g. a digital library), Nevertheless, the 
context differs significantly since web applications 
use linked hypermedia structures which in 
themselves contain useful information. This 
information should be used in conjunction to the 
primary knowledge discovered in the media itself t 
derive more complete knowledge. It is the opinion 
of many researchers that, in order to exploit the 
potential of multimedia mining in real life 
applications, techniques should be application 
tailored, where possible. Otherwise, results may not 
be entirely useful. So an ‘one size fits all’ in 
multimedia mining does not seem to work. 

 Standardization bodies continue to work on 
media standards in order to provide a common 
approach to enable interoperability, better quality 
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and efficiency under specific constraints. In recent 
years there has been a wide proliferation of MM 
standards, the major part of which can be grouped as 
follows:  

 Video coding: MPEG-1, MPEG-2, MPEG-
4, AVI 

 Image coding: JPEG, TIFF, BMP, GIF, 
JPEG2000 

 MM Presentations: SMIL and MHEG  
 Metadata: MPEG7, MPEG21, JPX 

Multimedia mining uses metadata both as a 
primary source of information and a method of 
description. Annotated media, as for example an 
image that contains MPEG-7 descriptions in its code 
stream, provide two sources of information to 
mining algorithms: raw content (low level 
information) and metadata descriptors (high level 
information). On the other hand, metadata may be 
used to describe the associations between media 
artefacts of the same repository (e.g. image A 
describes the same concept with the Region of 
Interest X of image B). Metadata can also be used to 
describe metadata (meta-metadata).    

Metadata standardization has followed two 
separated approaches that confuse many non-experts 
and most importantly the media industry: MPEG 
group’s and W3C.  

The MPEG group is a member of the ISO, 
responsible for the development of well known and 
successful standards such as MPEG coding 
(MPEG4, MP3). Its efforts towards the development 
of metadata for multimedia has resulted in MPEG-7 
and MPEG21. MPEG7 is a complex and large 
standard for metadata descriptors of multimedia. It 
tries to encompass the needs of the three 
communities: Artificial Intelligence, Image 
Processing and Knowledge Management. The result 
is a wealth of descriptors for both low level (visual 
characteristics) and high level (e.g. keywords) 
characteristics for three types of media: image, 
video and audio. MPEG21, is an upcoming standard 
that aims to support the whole content delivery 
chain from content creation to consumption by a 
wide range of devices and through a plethora of 
networks. Some of the key elements used include 
digital item declaration, identification, description, 
content handling, intellectual property management, 
digital item rights management and others. Both 
standards are based on XML (or XML-like) 
descriptions and above that, on Description 
Definition Languages (DDL) and XML Schema 
(e.g. MPEG-7 DDL).   

 The W3C effort is the ‘Semantic Web’, which 
aims to make A2A interaction possible through 
metadata. XML, RDF, RDF(S) and ontologies are 

some of the technologies one concepts that will 
possibly make the Semantic Web a reality. The 
ontology concept is of great importance to 
Multimedia Mining. Formally, an ontology is an 
explicit and commonly agreed definition of objects 
and concepts within a domain. It enables 
communication/sharing of knowledge, control of 
terminology and finally, coding of information in its 
structure. Thus, ontologies can be used to describe 
relations between media artifacts within a 
multimedia repository, express context information 
and more importantly support interoperability with 
other applications. Currently, the most important 
language for expressing ontologies is OWL while 
there is a plethora of visual tools for writing 
ontologies. Somewhat similarly to MPEG’s 
standards, the Semantic Web is based on 
XML/RDF. The schema language adopted by W3C 
is RDF Schema and OWL. 

One would expect that since both efforts are 
based on XML, they are compatible or supplement 
each other. Although the general goals of W3C are 
the same with MPEG group’s the approach is 
different. First of all, W3C works on the Web 
context and does not pay so much attention to the 
content of the multimedia itself. For example, low 
level, visual feature descriptions are not explicitly 
taken into account in the sense that there are no 
explicit descriptors for them as in MPEG-7. Another 
obstacle is that during that the conversion from the 
schema language to XML is ‘lossy’. This means that 
the reverse conversion (from XML to the Schema 
language) is possible but the description may differ 
significantly. Parsing is also difficult. Metadata 
descriptions in XML derived from MPEG-7 DDL 
may not be parsable by Semantic Web tools. 
MPEG’s effort is more concentrated in the digital 
media domain, and as such it can be considered as a 
subset of the Semantic Web effort, although this is 
not entirely true. For example, MPEG-7 can be 
considered as an ontology and an ontology language 
at the same time. 

Although these problems are of general interest, 
there is an impact on multimedia data mining. 
Decisions on what is the appropriate method for 
describing metadata and what are the implications in 
the application parameters have to be made. The 
continuing lack of standardization is prohibiting 
researchers to demonstrate the potential of new 
technologies. This also holds for multimedia data 
mining on the Web, a possible killer application for 
the future.     
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5 Conclusions 
Multimedia Mining has naturally emerged as a 
separate research theme of Data Mining, the need to 
derive more information and knowledge from data. 
As our applications are more multimedia rich, the 
importance of multimedia mining has increased and 
the pressure for real life applications is demanding. 
The corresponding community relatively counts its 
first years of existence, however some major steps 
have taken place. The most important think is that 
researchers have realized that the road to multimedia 
mining requires strong collaboration and most of all 
standardization. These steps are necessary to move 
from the laboratory to commercial applications. 
            In this communication we provided a short 
presentation on Multimedia Mining, discussing its 
steps and its differences with other scientific 
disciplines.  Special attention was given to metadata 
as a means for both deriving and describing 
knowledge in multimedia repositories. We argue 
that the different standardization efforts need to 
converge in the future in a more simple standard. On 
the other hand, application (context-specific) use of 
the standards has been seen by the industry as a 
more agile solution towards real applicability.   
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