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#### Abstract

In this paper, we propose a new " hybrid " method for the recognition of faces combining the neural networks with the principal component analysis. By using the geometrical approach, we carry out a preliminary classification of the faces by PCA before using a neuronal classifior (PMC). The results, compared with those of the PCA and PMC classifiors, give a clear improvement in term of classification. To carry out our tests, we used a very rich data base created in the Laboratory of Automatics and Informatics of Guelma " LAIG ".
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## 1 Introduction

The human faces recognition [1] [2] [3] is currently regarded as one of the most significant tasks to take up the challenge in pattern recognition [4] [5] [6].

The face identification technique most used is that which corresponds so that we use naturally to recognize a person. In particular characteristics of the eyes, the nose and the mouth [7]. Within the framework of the search of our group, which is interested primarily in the recognition of faces, we used several methods for classification and thus the decision of the identity of the person. In this paper, we present a new approach which consists with the hybridization of the neural networks with the principal component analysis.

This paper is shared in 5 sections: in section 2 we present our data base, in section 3 we give a short outline on the extraction of the primitives of each face which is based on the geometrical aspect, section 4 is reserved for the PCA and NN methods as well as their hybridization. We finish by the conclusion and the prospects for our study.

## 2 DATA BASE

We gathered a data base of 8000 facial images of 100 people ( 50 men and 50 women) within the

LAIG. The total size of the data base is 40,08 GB.

For each person, we took 8 different sequences comprising the faces in various positions and various states from illumination with and without smiling from which we recovered 80 images. This same operation was carried out two months (60 days) later with the same people.

The system of acquisition used as well as the principle of storage and the nomenclature of the faces in the following paragraphs.

Knowing that the number of images per subject is very large, we chose to digitize the images in the form of sequences animated of a few seconds and safeguarded in format (Audiovideo AVI). The various images of the sequence, thereafter, are extracted and safeguarded in format JPG.

The images are serious 174 by 144 pixels with 24 bits and they are stored on CDs ROM with precise references. The male images are stored under the reference " H -xx-yz-w.jpg " and female under the reference " F-xx-yz-w.jpg ", where:
' $x x$ ' represent the number of the person (from " 00 " to " 50 " for the two sexes),
' $y$ ' represent the session ( 0 for the sequence of December and 1 for the sequence of March), ' z ' represent the state of the person $(Z=1$ : 8 according to various positions' and various states of illumination with and without smiling),
' $w$ ' the number of the image ( $\mathrm{W}=0: 9$ bus 10 images are extracted from each state).

The 8 séquences are recorded depending on the following states:
(1) Better lighting by pronouncing the phrase 'automatic recognition of the visages',
(2) Poor lighting by pronouncing the phrase automatic recognition of the visages',
(3) Weak lighting by pronouncing the phrase 'automatic recognition of the visages',
(4) Smiling state, with normal lighting,
(5) Left profile $45^{\circ}$ with normal lighting,
(6) Left profile $90^{\circ}$ with normal lighting,
(7) Right profile $45^{\circ}$ with normal lighting,
(8) Right profile $90^{\circ}$ with normal lighting.

The figure1 illustrates two samples of the faces base of the LAIG.


Figure 1: Sample of the data base created at the LAIG

## 3 Extraction of the primitives

### 3.1 Importance and complexity of the face object

The human beings recognize the ones the others by several characteristics divided to primary and secondary. These last relate to all the temporary characteristics such as: clothes, manners, the color and length of the hair, wearing of barb, moustache...[7]. The primary characteristics includes especially the physiological aspect such as: size, the shape of the body (large or thin), the color of the skin, the form of the face and its characteristics.

The face is the most discriminating characteristic. This is with its wealth of
characteristics which vary between the geometry, the texture and the colors of different areas of the face: eyes, the mouth, nose, the franc, cheeks and the amount [9].
The extraction of the primitives of the face is a very complex task especially if it is a question of extracting the geometrical characteristics. This operation consists to [7]:

- Locate the characteristic elements of the face.
- Calculate the distances between these elements.
This requires specific conditions of lighting and position of the head [10]. For that we used a face data base created within our laboratory exploitable for this application and well others in the field of the recognition of faces. The images used result from catches of frontal sights with a fixed lighting.


### 3.2 Extraction of the geometrical properties

The face is constituted of a whole of not very mobile structures which can undergo deformations and which present a significant contrast compared to their space environment.

The extraction of the characteristics of the face consists in first of all locating the eyes. The nose and the mouth will be then required by using the geometry of the face.

The existence of a reflexion of the light projected frontally on the face, on the level of the irises, enables us to locate the eyes by making a simple sweeping of the matrix image to research the position of the pixels having a maximum of energy.

To locate the nose and the mouth [7] [11], we used space-time information in order to characterize the points having recorded the strongest variation of intensity during the sequence. The resulting image named $I_{\text {som }}$ is given by (1):
$I_{\text {som }}=\sum_{i=0}^{i=n}\left(\left(\left(\frac{\partial(x, y, t)}{\partial}\right)^{2}+\left(\frac{\partial(x, y, t)}{\partial}\right)^{2}+\mu\left(\frac{\partial(x, y, t)}{\partial}\right)^{2}\right)\right.$
with :
$I(x, y, t)$ : Intensity of the gray level.
$x, y$ : Space components.
$t$ : Temporal component .
$\mu$ : A standardizationterm depending on the temporal sampling of the sequence and the movement of the face.
$n$ : Number of the acquired images.
The localization of the nose and the mouth consists in seeking along the mediator passing by the irises, the two areas having the strongest values on the $I_{\text {som }}$ image.

On figure 2, we have the results of the automatic extraction of the geometrical parameters of four faces.


Figure 2 : Example of results of the extraction of the distances from faces

## 4 Neural Networks and Principal Component Analysis

### 4.1 Principal component analysis Method

The principal objective of the PCA is to succeed in expressing a complex data system of unspecified size, represented by a table says "Individuals/Variables", in a smaller number of dimensions, while minimizing the loss of generated information [12] [13] [14] [15].

The mathematical implementation of the PCA can be divided into 7 principal stages [16]:

Stage 1: Preparation of the data
The data to be treated by the PCA are stored in a table X of "individus/variables" type of the form:

$$
X=\text { individus... } \begin{gather*}
\text { variables } \\
1  \tag{2}\\
n\left[\begin{array}{ccc}
1 & \ldots & p \\
x_{1}^{1} & \ldots & x_{p}^{1} \\
\ldots & \ldots & \ldots \\
x_{1}^{n} & \ldots & x_{p}^{n}
\end{array}\right]
\end{gather*}
$$

with :
p : variables, represented in columns,
n : individuals, represented in lines,
$x_{j}^{i}$ : values taken by each variable, for each individual, such as :

$$
\begin{equation*}
\left(x_{j}^{i}\right)_{(1 \leq i \leq n, 1 \leq j \leq p)} \forall(i, j), x_{j}^{i} \in \mathfrak{R} \tag{3}
\end{equation*}
$$

The problem is that, if we analyze directly the matrix X , the results would be distorted by the relative variables values (for example, if the values were measured in different units). To reduce these effects, we must prepare the data for the treatment. That consists in using a centerreduced version Xcr of the matrix X. To center matrix X , we withdraw from each value the average of its variable. To reduce the centered matrix, we divide each value by the standard deviation of his variable.

Stage 2 : Calculation of the correlation coefficients matrix.
In this stage, we calculate the correlations matrix of the data contained in table Xcr, noted " Corr ".

Stage 3: Calculation of the eigenvalues and the eigenvectors of the correlations matrix
The eigenvalues and the eigenvectors of the matrix "Corr" are the factors used to build the principal components.

Stage 4: Classification of the eigenvectors in the descending order of the associated eigenvalues:
Then, we have the factors in the descending order of the quantity of information which they express. It is also possible to express as a percentage the importance of each one, in order to visualize the relative importance of the principal components. Let us note by " U" the matrix whose columns
are the eigenvectors of " Corr " classified by descending order of their associated eigenvalues.

Stage 5 : Calculation of the principal components matrix
The components principal matrix, noted CP , contains the co-ordinates of the individuals in the space formed by those. They are calculated by the following expression : $\mathrm{CP}=\mathrm{Xcr} \mathrm{U}$

Stage 6 : Graphics representations
Stage 7: classification of the faces
By using the max of the correlation between the face to be recognized (projected on the graphic representation of the faces) and all the data base.

The goal of the PCA being to summarize a given situation, the grahic representation is the final and the most significant phase of this process, because it makes possible to have quickly an outline of what numerical calculation cannot provide. It is a question of using the principal components matrix, previously calculated, to represent the individuals in a form of clouds of points, in plans or vectorials spaces of two or three principal components.

### 4.2 Application of the PCA on faces objects

Our application consists in classifying a whole of faces of 40 people including 20 women and 20 men with an aim of recognizing them. The information extracted from each face is represented by the whole of the distances corresponding to the 40 people. For each person, we took 5 measurements deduced, each one, from a short images sequence. Entirely, we used 200 images with 8 dimensions where each dimension represents a distance marking one of the features of the face (see figure 1 ).

By sorting the eigenvalues in the descending order as well as the eigenvectors associated, we obtained the distribution graph of the eigenvalues of figure 3.

The calculation of the components makes it possible to give a new co-ordinates for each person. These results make it possible to establish a new representation according to the 2 or the 3
first principal components (principal axes) instead of the 8 preceding dimensions.


Figure 3 : Graph of the eigenvalues distribution

Figure 4 illustrates the representation of the 40 people (with 5 faces each one) in the plan of the principal components 1 and 2.


Figure 4 : Graphic representation of the faces objects on PC1 and PC2

According to this representation, we note that each person represented is separated from the different one, but there are classes which overlap because, certainly, the resemblance of some people between them. For the classification of a
person to be recognized, we project these components on this representation from which we will be able, thereafter, to decide membership or not this person with the whole of the classes represented.

Figure 5 illustrates the projection of two people (man: redha (A), woman: souad (b)) to recognize in the field of the principal components 1 and 2. On these figures, we notice the clear coincidence of the person to be recognized with a class representing the face of the considered person (souad et redha).


Figure 5 : Graphic representation of the people souad(a) and redha (b) classification

By making tests of recognition on the whole of the people of the data base, we could calculate the rates of recognition and rejection on the basis of projection and test.

Table 1 shows that the method led to very good results.

|  | Rate of <br> recognition | Rate of <br> rejection |
| :--- | :---: | :---: |
| Projection <br> base | $100 \%$ | $0 \%$ |
| Test base | $91.5 \%$ | $8.5 \%$ |

Table 1 : Results of the PCA method

## 4. 3 Hybridization of the PCA and the NN

The in principal component analysis is a method which led to considerable results in the classification field and with its simplicity and its reliability it almost does not present a disadvantage.

The Neural Networks [17] [18] [19] form also part of the best methods and thus generally used in this field, only their rate of recognition always remains to be improved (see table 2). For this reason, we tested hybridization of these two methods [20].

|  | Rate of <br> recognition | Rate of <br> rejection |
| :--- | :---: | :---: |
| Projection <br> base | $99 \%$ | $1 \%$ |
| Test base | $91 \%$ | $9 \%$ |

Table 2 : Results of the NN method

Let us recall that the parameters of the method of the PCA, which is the co-ordinates of the people along the principal axes, correspond to
the lines of the matrix (200x8) of the principal components where each line gathers 8 parameters of one of the 200 faces.

The idea [1] on which we based ourselves to develop this new method, is: instead of providing to the network neurons the 8 distances, we replace them by the 8 parameters of the PCA.

That led us to choose the following PMC structure [21] [22]: 8 neurons of entry, 30 neurons for the hidden layer and 40 for the exit layer (representing 40 faces to be discriminated). The activation function is the sigmoid unipolar one.

By considering a step of training of 0.75 , we obtained, after 500 iterations, a maximum error of 0.0267 . The evolution curve of the error ccording to the iteration count is represented in figure 6 .


Figure 6 : Error evolution according to the iteration count

The results, illustrated in table 3, obtained by this hybridization method (NN-PCA) are better than those obtained by using one of two methods PCA or NN separately.

The results, illustrated in table 3, obtained by this hybrid method (NN-PCA) are better than those obtained by using one of two methods PCA or NN separately.

|  | Rate of <br> recognition | Rate of <br> rejection |
| :--- | :---: | :---: |
| Projection <br> base | $99 \%$ | $1 \%$ |
| Test base | $94,5 \%$ | $5.5 \%$ |

Table 3 : Results of the hybrid method NN-PCA

## 5 Conclusion and prospects

We note a considerable improvement (3 \%) of the recognition rate of the test base. This carries out us to conclude that thanks to the performances of the method of analysis in principal component we could improved the results of the networks of neurons.

This, enables us to conclude that: thanks to the performances of the method of principal component analysis, we could improve the results of the neural networks method.

Another advantage, more significant, is that of the computing time, which we did not present in this paper, where we note a clear improvement...

These results remain preliminary, because we obtained them with a data base taken under quite specific conditions. It would be more beneficial, if we manage to find these same results under other conditions of acquisition of the sequences images.

## 5. References

[1] GROSS R, YANG J. and WALBEL A. Growing Gaussian, Mixture Models for Pose invariant Face recognition, Proceedings of the international conference on pattern Recognition, ICPR'2000, Vol. 1, p10881091, Barcelona, September 3-8, 2000.
[2] Vogel S., Schmid C., Face detection on generic local descriptors and special constraints, Proceeding of the 15th International conference on pattern recognition, ICPR'2000, Vol. 1, p10841087, Barcelona, September 3-8, 2000.
[3] Yang M.H, Ahuja N, Kriegman D., Face detection Using Mixtures of Linear Subspaces, Proceedings of the fourth IEEE international conference on Automatic Face and Gesture Recognition (FG 2000), pp. 7076, grenoble, France, March, 2000.
[4] Guo J K, Doermann D, Rosenfeld A., Forgery detection By local correspondence, International Journal of pattern recognition and artificial intelligence, Vol. 15, $\mathrm{N}^{\circ} 4$, June 2001, pp. 579.
[5] Pal S.K, Ghosh A, Kundu M.K., Soft computing for image processing, Physica Veriag Heidelberg, 2002.
[6] Bosselin.B., Traitement de l'information, classification et Reconnaissance de formes, Copyright © 2000 Faculté polytechniques de Mons.
[7] C. Bencheriet, Reconnaissance de visages par approche géométrique, Magister thesis, september 27, 2000.
[8] C. BENCHERIET \& H. Tebbikh, Extraction des éléments caractéristiques du visage par approche géométrique, Journal of sciences et technologie "Synthèse", Annaba University Publication, Vol. 11, juin 2002, 60-70.
[9] Dai D Q, Yuen P.C and Feng C. A, multiresolution decomposition method for human face recognition, Proceedings/actes vision interface '98, p.301-307,Vacouvert, British Columbia, June 1998.
[10] D. Pissarenko., Face data bases, november 3, 2003, http://www.openbio.sourceforge.net/
[11] Leroy. B, Chouakria. A, Herlin. Il, Diday. E, Approche géométrique et classification pour la reconnaissance de visage, INRIA, France.
[12] B. Benjamin, Analyse en composante principale, Project 2001.
[13] M. Turk, A. Pentland, Eigenfaces for recognition, Journal of Cognitive Neuroscience,URL
http://www.cs.ucsb.edu/~mturk/Papers/ URL accessed on november 27, 2002.
[14] Kwang In Kim Keechul Jung, and Hang Joon Kim, Face recognition Using Kernel Principal Component Analysis, IEEE signal processing letters, Vol 9, no 2, February 2002.
[15] C. Bouveyron, Méthode Statistique pour la Reconnaissance d'Objets, LMC-IMAG \& INRIA RhÙne-Alpes U.M. INSERM-UJF 594 n July 7, 2004.
[16] Tidjet. D, Bouzida. N, Mokrani. K, Alliche.A, Reconnaissance automatique des visages, Application de l'analyse en composantes principales, Conference on the artificial vision, CVA'2000, Tizi Ouzou, Algeria, November 2000.
[17] P. Cayouette, B. Eng., Réseau de Neurones probabilistes pour la Discrimination de Cibles par Image Infrarouge, Master of Sciences (Informatics) May 2002, pp. 05-18.
[18] Jean-Francois, jodouin, les Réseaux Neuromimétiques, Hermes, 1994.
[19] Eric Davalo \& Patrick Naîm, Réseaux de Neurones, Eyrolles, 1993.
[20] Bryliuk D Strovoitov V., Application of recirculation Neural Network and Principal Component Analysis for Face Recognition, The 2nd ICNNAI October 2-5, 2001, Minsk, Belarus, pp 136-142.
[21] G. Dreyfus \& al, Réseaux de neurones méthodologie et applications, Eyrolles, 2002.
[22] Claude Touzet, Les Réseaux de Neurones Artificielles, Introduction au Connexionisme, Booklet, July 1992.
[23] Le Cun Y., Boser B., Denker J. S., Henderson D., Howard R. E., Hubbar W, Jackell.D, Back propagation applied to handwritten zip code recognition, Neural computation,1, 1989, pp. 541-551.

