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1. Introduction

In western medical area, various medical diagnostic sys-
tems have been developed by using ever developing
computer and information technologies. Starting from
the system MYCIN [11, 6] which stands for If-Then
production rule based system, many medical expert sys-
tems have been implemented and successfully applied
to medical diagnostic area, such as EMYCIN [8], and
PUFF [3], etc. These systems are usually built with
manual help to transfer human knowledge into rules, in
a lack of automatic learning ability. There are also open
problems that are difficult to tackle, e.g., how to handle
conflict and redundancy in the rule base. In the past
two decades, studies on neural networks have also been
made for developing medical diagnostic systems, with
ability of learning and generalization as well as fault
tolerance, but with deficiency on explanation of its re-
sults. In oriental medicine, doctor tries to find the hid-
den causal factors from the observed symptoms of pa-
tient and discover the fundamental disharmony among
the hidden causal factors. The key healing approach in
oriental medicine is to make harmony by compensat-
ing insufficient hidden causal factors with herbal medi-
cine.A diagnostic process that involves only a reason-
ing line of IF-then rules does not suit well to this pur-
pose. The input-output regression by a conventional
neural networks is also not fit the purpose well.

This paper further studies a computer aided oriental
medical diagnosis in help of a linear independent factor
model that interprets observed symptoms as generated
from hidden independent causes in terms of discrete

variables [10]. The model is computed by algorithms
obtained from the BYY harmony learning.

2. Oriental Medical Diagnosis

2.1 Yin-Yan based oriental medicine

The belief that human body is little more than an ex-
tremely sophisticated machine has led, in the West, to
many extraordinary advanced approaches; for exam-
ple, the remarkable developments in surgery and drug
therapy. Much of the current disaffection with modern
medicine amongst patients, however, stems from the
limitations of this approach. It fails to recognize that
the mind and spirit have an extremely powerful effect
upon the body and that the human body is more than
the sum of its chemistry and mechanics.

Oriental medicine never considered the mind and
body as separated from each other, as Western medi-
cine did for the last two centuries. It has a fundamen-
tally different philosophical basis that permeates to the
core of its theory and practice. Oriental medicine has a
holistic therapy that treats a patient as a whole, rather
than just the symptoms out of context of the person.
Sickness is not understood in terms of the pathology
of isolated organs, as though they were merely cogs in
a medicine, but rather as the dysfunction of a normal
harmonious of one whole living entity.

Both the systems of medicine can be practised more
or less holistically, depending on the wisdom of the
physician. What is remarkable about oriental medi-

Proceedings of the 4th WSEAS/IASME Int. Conf. on System Science and Simulation in Engineering, Tenerife, Spain, December 16-18, 2005 (pp139-144)



cine is that it places diagnosis of the person at the core
of its diagnostic process and regards nearly all chronic
disease as a manifestation of the individual’s particular
weakness. When oriental medical treatment is directed
at these long-standing weakness or ’imbalances’, the
patient is often amazed to find that not only is his main
complaint improving, but many secondary complaints
are also responding. This contrasts significantly with
the effect of many of the modern drugs which, because
of their side-effects, create secondary complaints rather
than improve them.

This improvement in the patient’s well-being as a
whole is one of the main reasons that patients in the
West have been flocking to oriental medical doctor over
the last few decades. Oriental medical doctors have
always specialized in treating human beings, not ill-
nesses. What an oriental medical doctor is searching
for when he sees a patient are the ’hidden factors of
disharmony’ which have caused the symptoms now af-
flicting the patient. For example, if a western doctor
and an oriental doctor were both to examine a patient
with difficulty in breathing, the western doctor might
diagnose asthma and the oriental doctor might diagnose
a deficiency in the ’Gi’ of the lung. It is not that one is
correct and the other incorrect; it is just that they both
see the symptom through the perception of their own
very different medical theories.

The Chinese Yin-Yang philosophy acts as a founda-
tion role in oriental medicine. Yin and Yang depict two
sides of one thing, e.g., the dark and sunny sides of hill.
Yin and Yang are constantly in transition, just as in na-
ture day and night constantly change into one another.
Night is predominantly Yin, day predominantly Yang.
Yang has characteristics of Light, Activity, Heaven, En-
ergy, Expansion, Rising, Male, and Fire. On the other
hand, Yin has characteristics of Darkness, Rest, Earth,
Matter, Contraction, Descending, Female, and Water.
One of the principal tasks of oriental medical diagnosis
is to ’observe the relationship between Yin and Yang
carefully, and to make adjustments to bring about equi-
librium’. In order to do this, he must assess various
factors in his diagnosis of a person’s Qi, according to
their Yin-Yang nature shown on the following table.

Table 1. The causal factors according to Yin-Yang

Yang Yin

Wha(Fire) Su(Water)

Yeol(Heat) Naeng(Cold)

Geon(Dry) Seup(Wet)

whalDongGwaDa WhalDongGwaSo

(Hyper-active) (Hypo-active)

Yin and Yang are in a status of constantly chang-
ing but in good health a balance is always maintained.
Ill health will only occurs when one side starts to ’con-
sume’ the other. Yin in excess makes Yang suffer; Yang
in excess makes Yin suffer. A preponderance of Yang
leads to heat manifestations; a preponderance of Yin
brings on cold. The four varieties of imbalance, i.e.,
Excess of Yin, excess of Yang, Deficiency of Yang and
Deficiency of Yin, require radically different treatment.

2.2 Western versus oriental medicine

Though both attempt to find the causes from observed
symptoms, western and oriental medicine have radi-
cally different views about how we become ill.

In western medicine, especially in its early devel-
oping stage, human body is more or less regarded as an
extremely sophisticated machine and thus illness comes
from disfunction or abnormal of certain parts or organs.
A doctor first diagnoses which or where the organs, and
then repairs or replaces them via surgery and drug ther-
apy. In this understanding, the diagnosis process con-
sists of a sequence of inferences from observed symp-
toms to the cause. Starting from the MYCIN system
[11, 6], IF-THEN production rule system has been suc-
cessfully applied to implementing such a western med-
ical diagnosis, with many medical expert systems de-
veloped for medical diagnosis, such as EMYCIN [8]
and PUFF [3], etc. However, these IF-THEN produc-
tion rule systems lack automatical learning ability. They
have to be built heuristically with manual help to trans-
fer human knowledge into rules. Also, there lack effec-
tive ways to handle conflict and redundancy in a rule
base.

In oriental medicine, human body is considered sys-
tematically as a dynamic system and is featured by a
set of hidden factors or state variables that monitors the
harmony or balance of the Yin-Yang nature (see Tab.1)
in a person’s Qi system. It is the ’hidden factors of
disharmony’ which have caused the symptoms now af-
flicting the patient. A oriental doctor first diagnoses the
hidden factors of disharmony, and then adjusts the hu-
man body via herbal, acupuncture, and treatments to let
the factors to return in harmony.

The difference between western and oriental diag-
nosis can be sensed more intuitively via an example that
both a western doctor and an oriental doctor were ex-
amining a patient with difficulty in breathing, the west-
ern doctor might diagnose asthma and the oriental doc-
tor might diagnose a disharmony in the ’Gi’ of his lung.
A deep insight on the difference between western and
oriental diagnosis can be understood from the ways of
handling the relation between cause and effect. A west-
ern doctor starts from the observed symptoms to find
the organ or part in disfunction and the inner or exter-
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nal causes that lead to the disfunction and the observed
symptoms, while an oriental doctor tries to find the in-
side ’hidden factors of disharmony’ that are regarded as
the final reasons responsible for the symptoms now af-
flicting the patient. That is, the original causes and the
effected symptoms are decoupled by the ’hidden factors
of disharmony’.

There are pros and cons to both western and ori-
ental medicine. Seeking the original causes, a western
doctor is able to find measures to directly remove the
causes and thus the patient may recover quickly. How-
ever, not only the disorder or illness of a patient may be
caused also by some unknown hidden cases, but also
a treatment on a particular cause may also incur other
effects in addition to remove the effects of this cause.
This is why many of the modern drugs create secondary
complaints due to their side-effects. In a significant
contrast, in oriental medicine the original causes are
summarized by hidden factors that are regarded as fi-
nal causes to the observed symptoms. This factors are
classified in the external ones such as Wind, Heat, Cold,
Dampness, and Dryness and the internal ones such as
Anger, Joy, Worry, Sadness, and Fear. An oriental doc-
tor diagnose them whether in a disharmony and treats to
bring back to harmony. The advantage is that it works
even in the case of cause of disease unknown to the an-
cients, such as radiation sickness. Also, treatments di-
rected at these long-standing weakness or ’imbalances’,
the patient is often amazed to find that not only is his
main complaint improving, but many secondary com-
plaints are also responding. Of course, the decoupling
from the original causes leads to a relative slow recov-
ering of patient and an increased risk of misdiagnosis if
the doctor is not well experienced. This is why in Asia
countries, both western and oriental medicine are used
in a complementary of each other.

3. Automatic Oriental Medical Diagnosis

3.1 Regression vs independent factor model

As discussed in the previous section, an IF-THEN pro-
duction rule system does not suit well to oriental diag-
nosis since it no longer consists of a sequence of in-
ferences from observed symptoms to an original cause.
An oriental diagnosis makes the observed symptoms
decoupled from a great number of original possible causes
but linked to a finite number of conclusive hidden fac-
tors, which provides possibilities of building automatic
medical diagnosis systems via statistical models and
neural networks in help of learning methods developed
in past two decades.

The observed symptoms, such as jaundice, headache,
dizziness, pink eye, rapid pulse, and yellow urine, are
usually measured in a format of x = [x1, · · · , xd]T

with each element xi standing for one symptom and
the value of xi describing a degree of the correspond-
ing symptom. We can collect a set of symptoms from N
patients to get a set X = {xt}N

t=1 of samples for learn-
ing a automatic medical diagnosis system. The hidden
factors such as ‘fire, heat, wet, and hyper-active’, are
described in a vector y = [y(1), ..., y(k)]T with each el-
ement y(j) being binary and taking either ‘1’ denoting
that this factor affects observed symptoms in x or ‘0’
for denoting that this factor is irrelevant to the symp-
toms.

If we have the diagnosis records of experienced ori-
ental medical doctors on the observed symptoms X =
{xt}N

t=1 of all the N patients, i.e., a set of paired sam-
ples {xt,ye

t}N
t=1 with ye

t being the oriental medical
doctors’ diagnosis on xt, we can use a regression model
or a conventional three layer neural networks to get an
approximate diagnostic function yt = f(xt, θ) by su-
pervised learning on its parameters in θ such that the
discrepancy between ye

t and yt is minimized under a
give error measure. After learning, the generalization
ability of y = f(x, θ) makes it applicable to the ob-
served symptoms of a new patient. For y = f(x, θ)
implemented by a conventional three layer neural net-
works, the discrepancy between ye

t and yt can be min-
imized as small as possible for any set of {xt,ye

t}N
t=1

as long as the number of hidden units is large enough.
However, the generalization ability decreases as N in-
creases. A learning algorithm is obtained from BYY
harmony learning [15] such that an appropriate number
of hidden units can be determined automatically dur-
ing learning parameters in θ. The details of applying
it for building an oriental medical diagnostic function
y = f(x, θ) will be further discussed elsewhere.

The above approach has a serious weakness that not
only getting a set of {xt,ye

t}N
t=1 is expensive but also

the performance of the obtained y = f(x, θ) depends
how good are those oriental medical doctors who pro-
vided the set {xt,ye

t}N
t=1. Moreover, it is not able to

be extended for diagnosing diseases that have not been
considered in {xt,ye

t}N
t=1 by those oriental medical ex-

perts. Alternatively, a new diagnostic function needs to
be learned for diagnosing new diseases. Furthermore,
y = f(x, θ) approximately provides a diagnosis on x
but unable to provide a reasonable explanation on its
decisions and thus has been regarded as not reliable
enough for practical purpose.

3.2 Discrete independent factor analysis

Following the oriental medical theory, we explain that
observed symptoms x are caused by the hidden factors
in y. For simplicity, we model it by a linear model plus
taking observation noise in consideration. That is

x = Ay + µ + e, A = [a1, · · · , am], (1)
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where the noise e is usually independent from y and
from Gaussian with zero mean and covariance matrix
Σ, and thus we also have µ = Ex − AEy with Eu
denoting the mean vector of u. Equivalently, eq.(1) can
be described by the following distribution

q(x|y, φ) = G(x|Ay + µ, Σ), φ = {A,Σ}. (2)

where G(u|m, Σ) means a Gaussian distribution of
variable u with mean m and covariance matrix Σ.

The earliest effort on eq.(1) at the case that y comes
from also Gaussian can be traced back to various stud-
ies in the literature of statistics [2, 7] under the name
of factor analysis. studies have been also made in other
literatures under different names. One is called linear
generative model since it describes how x is generated
via a linear model. The other is called latent or hidden
model since y is not directly visible from observation.
In general, the hidden factors in y = [y(1), ..., y(k)]T

are usually regarded as mutually independent compo-
nents from each other, i.e.,

q(y|ψ) =
k∏

j=1

q(y(j)|ψj), (3)

which is justified because it is quite nature to believe
that hidden factors should be of the least redundancy
among each other, otherwise a compound factor can be
further decomposed into simpler factors. In this case,
eq.(1) is called independent factor analysis.

A typical case is that each y(j) takes only 0 or 1
subject to a Bernoulli distribution:

q(y(j)|ψj) = qy(j)

j (1− qj)1−y(j)
, (4)

In this case, eq.(1) is called binary independent factor
analysis, multiple cause model, latent trait models, and
item response theory [4, 16].

For an oriental diagnosis in such a setting, observed
symptoms x are regarded as being caused by the hid-
den factors in y under disturbance of a Gaussian noise.
y(j) = 1 indicates the existence of a casual factor that
contributes to cause illness symptoms, while y(j) = 0
represents that the symptoms is irrelevant to this casual
factor. Each qj describes probability that the casual fac-
tor y(j) may like to cause illness symptoms in a pri-
ori independent of person, e.g., it may reflect the heath
condition of certain environment and an oriental doctor
uses it in his diagnosis implicitly and get known about
it according to his past experiences in this environment.

Basing on eq.(3) and eq.(2), we can further get the
following posteriori probability

p(y|x) =
G(x|Ay + µ,Σ)

∏k
j=1 q(y(j)|ψj)

q(x|φ, ψ)
(5)

q(x|φ, ψ) =
∑
y

G(x|Ay + µ, Σ)
k∏

j=1

q(y(j)|ψj),

which describes the degree or the probability that the
particular causes in y are diagnosed as being responsi-
ble for the observed symptoms in x.

The task of learning q(x|y, φ) and q(y|ψ) is made
on a set of observed symptoms X = {xt}N

t=1, without
requiring the diagnosis records of experienced oriental
medical doctors on these observed symptoms. What
we need is to verify the performance by the automatic
diagnosis system in consultation with experienced ori-
ental medical doctors. Also, the system can be adap-
tively updated as the symptoms of new patients come
to cover new diseases. Moreover, it sets up a bridge for
investigating oriental medicine from a modern science
perspective.

The scope that eq.(4) is applicable is limited be-
cause y(j) only takes a binary value. Though increas-
ing k apparently increases the representation scope of
a binary vector y = [y(1), ..., y(k)]T , the independence
by eq.(3) makes an actual increasing of the representa-
tion scope become limited since every factor may not
be really independent from all the others. E.g., each
Yin-Yang pair in Table 1 can not be regarded as in-
dependent from each other. Without violating the in-
dependence by eq.(3), one solution of this problem is
considering that y(j) takes several discrete labels. E.g.,
we can use y(j) = 1 to indicate the existence of a Yang
factor and y(j) = −1 to indicate the existence of a Yin
factor, while y(j) = 0 represents that this pair of Yin
factor and Yang factor are in balance. In general, we
can extend eq.(4) into

q(y(j)|ψj) =
κj∑

i=1

αjiδ(y(j) − `i),
κj∑

i=1

αji = 1, (6)

where αji > 0, `i, i = 1, · · · , κj are pre-specified
lablel. Each of them can be either an integer (e.g., -1,
0, 1) or even a real number.

Also, it can be observed that eq.(6) degenerates back
to being equivalent to eq.(4).

4. BYY Harmony Learning

4.1 ML learning vs BYY harmony learning

The task of learning q(x|y, φ) and q(y|ψ) consists of
specifying the parameter set θ = {φ, ψ}, which is called
parameter learning, and specifying the integers {k, {κj}},
which is called model selection in the sense that differ-
ent values of the integers correspond different models
with a same configuration but in different scales.

The parameter learning can be made via maximum
likelihood (ML) learning on q(x|φ, ψ) in eq.(5), im-
plemented by an expectation-maximization algorithm.
However, it is very expensive in computing because the
extensive summation

∑
y of

∏k
j=1 κj terms has to be

encountered in every iteration step.
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Moreover, the maximum likelihood learning is poor
in model selection. Conventionally, model selection
has to be implemented in two phases. In the first phase,
we obtain a set of candidate models by the maximum
likelihood learning for a set of candidate models by
enumerating k. In the second phase, we select one ap-
propriate model based on some model selection crite-
rion. Popular examples of model selection criteria in-
clude Akaike’s information criterion [1], the consistent
Akaike’s information criterion [5], cross validation and
the minimum description length criterion [9] which for-
mally coincides with the Bayesian inference criterion.
This process costs extensively.

Firstly proposed in 1995 [17] and then systemati-
cally developed in subsequent years, the Bayesian Ying
Yang (BYY) harmony learning acts as a general sta-
tistical learning framework, with not only a number of
existing major learning problems and learning methods
are revisited as special cases, but also a new learning
mechanism that makes model selection implemented
either automatically during parameter learning or sub-
sequently after parameter learning via a new class of
model selection criteria obtained from this mechanism,
including their special cases for determining the num-
bers in k = {k, {κj}}. Also, this BYY harmony learn-
ing has motivated three types of regularization. Readers
are referred to [12, 13] for a systematical introduction.

The key idea of Bayesian Ying Yang system is to
consider the joint distribution of x, y via two types of
Bayesian decomposition of the joint density

p(x,y) = p(y|x)p(x), q(x,y) = q(x|y)q(y).

Without any constraints, the two decompositions should
be theoretically identical. However, it usually not the
case since the four components in the two decomposi-
tions are usually subject to certain structural constraints.

The fundamental learning principle is to make p, q
be best harmony in a twofold sense:
• The difference between p, q should be minimized.
• p, q should be of the least complexity.

Mathematically, a functional H(p‖q) is used to mea-
sure the degree of harmony between p and q, which is
called harmony measure. That is, we have

max
θ,k

H(θ,k), H(θ,k) = H(p‖q), (7)

=
∫

p(y|x)p(x) ln [q(x|y)q(y)]dxdy − ln zq,

where k = {k, {κj}} and θ consists of all the unknown
parameters in p(y|x), q(x|y), and q(y) as well as p(x)
(if any). The task of determining θ is called parameter
learning, and the task of selecting k is called model se-
lection since a collection of specific BYY systems with
different values of k corresponds to a family of specific
models that share a same system configuration but in
different scales. Furthermore, the term Zq = − ln zq

imposes regularization on learning, via three types of
representations [13]. The simplest case is zq = 1,
which means that the term Zq is neglected.

In our case, we simply consider zq = 1 and

p0(x) = 1
N

∑N
t=1δ(x− xt). (8)

Correspondingly, the learning is called empirical learn-
ing. Also, we have q(y) = q(y|ψ) by eq.(3) and q(x|y)
= q(x|y, φ) by eq.(2). Moreover, there are three typical
system architectures due to combination of the struc-
tures for q(x|y, q(y), and p(y|x). In this paper we con-
sider a backward architecture featured by that p(y|x)
is free to be determined via learning. With these above
specific settings, it follows from eq.(7) that a free p(y|x)
is determined as follows:

p(y|x) = δ(y − ŷ), ŷ = arg max
y

d(x,y), (9)

d(x,y) = ln G(x|Ay + µ, Σ) +
k∑

j=1

ln q(y(j)|ψj).

Correspondingly, eq.(7) is simplified into

max
θ,k

H(θ,k), H(θ,k) = 1
N

∑N
t=1d(xt, ŷt), (10)

which can be implemented either in a parallel way such
that model selection is made automatically during pa-
rameter learning ( referred to [15, 14] for details) or in
a two-phase implementation such that model selection
is made after parameter learning, as will be discussed
in the next subsection.

4.2 Learning algorithm and selection of k

If we know all {ŷt}N
t=1, it follows from ∇H(θ, k) = 0

that we can get A,µ, Σ and all qj solved analytically.
However, getting ŷt per sample xt is an integer pro-
gramming task with θ known already. Thus, a better
choice is getting parameters updated per sample com-
ing, as suggested firstly in [16] and also further dis-
cussed in [15]. The details are introduced as follows.

As xt comes, we first get ŷt by eq.(9), and then
update A,µ, Σ to increase ln G(xt|Aŷt + µ, Σ) by the
following adaptive updating rules

et = xt −Aoldŷt − µold, µnew = µold + ηet,
Anew = Aold + ηetŷT

t ,
Σnew = (1− η)Σold + ηete

T
t , (11)

and update every ψj to increase
∑k

j=1 ln q(y(j)|ψj) by

∀i, αnew
ji =





αold
ji +η

1+η , if ŷ
(j)
t = `i,

αold
ji

1+η , otherwise.
(12)
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In the equations, η > is a learning step size that
can be selected differently for updating different para-
meter. In many cases, we can assume that the noise is
white, i.e., Σ = σ2I , and its corresponding updating is
simplified into

σ2 new = (1− η)σ2 old + η‖et‖2. (13)

In a summary, as each xt comes we get ŷt by eq.(9)
and implement eq.(11), eq.(12), and eq.(13).

Moreover, model selection, i.e., deciding k, can be
made in a two phase style. First, we enumerate k in-
crementally and at each specific value we get the best
parameter value θ∗k. Then, we select a best k∗ by

min
k

J(k), J(k) = −H(θk∗ ,k), (14)

If there are more than one values of k such that J(k)
gets the same minimum,we take the smallest. In our
problem, it takes the following simplified form:

min
k

J(k), J(k) = 0.5d ln σ2 −
k∑

j=1

κj∑

i=1

αji ln αji. (15)

After learning, we make diagnose ŷt by eq.(9) on
the symptoms in xt per patient. Moreover, we can com-
pute p(ŷt|xt) by eq.(5) to describe the degree of con-
fidence of this diagnosing. However, the computation
of q(x|φ, ψ) is expensive. Alternatively, we can com-
pare the best diagnosis ŷt by eq.(9) with its competing
diagnosis cyt = arg miny 6=ŷt

d(xt,y) in help of the
following Bayesian factor ratio

Bf =
p(ŷt|xt)
p(cyt|xt)

= ed(xt,ŷt)−d(xt,
cyt), (16)

which describes a degree of discriminative power of
making diagnosing ŷt. The larger the Bf is, the more
confident to make the diagnosis ŷt.
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