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Abstract: In modern process design, the on-chip cache is often used to boost the system performance. However,
the on-chip cache usually consumes a significant amount of power in processor. In this paper, we propose a new
PB-CAM structure for saving cache access power. Our approach is based on the precomputation-based content
addressable memory (PB-CAM) [1]. Although the PB-CAM can eliminate the comparison operations to reduce
power consumption by precomputation, it suffers from that the ones count approach limits the reduction amount
of comparison operations. Therefore, we devise a Block-XOR approach to improve the efficiency of PB-CAM. In
the experiment, we estimate the power by Synopsys PrimePower. Compared to [1], the experimental results show
that our approach achieves 89% reduction of the power-delay product in parameter extractor. In addition, it results

in 21% reduction in total cache power consumption.
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1 Introduction

Content addressable memory (CAM) is a major de-
vice in asynchronous transfer mode (ATM), commu-
nication networks, and lookup tables due to its high-
speed data searching capability [2]-[3]. In order to
achieve high speed searching, the CAM contains a
large amount of stored data for simultaneous com-
parison with the input character, and an address from
among those matches of comparison is sent to the out-
put.

In order to speedup the comparison operation,
CAM requires an enormous number of simultaneous
comparison operations. The operations consumes a
large amount of power. Some researches reduced
match-line power by directly reducing the voltage
swing on the match-lines [4, 5], or by using current-
based techniques to indirectly reduce the match-line
voltage swing [6, 7]. The selective precharge tech-
nique reduced match-line power consumption with
breaking the search into two segments, and observing
that the second segment is rarely activated [8]. Al-
though many works have been done on this research
area, the power consumption in CAM is still high in
comparison with RAM of similar size. Therefore,
reducing the number of comparisons is very signif-
icant for optimizing cache power. Some researches
in CAM design for reducing comparison at the ar-
chitecture level continue to increase. For example,
Lin et al. presented a precomputation-based content
addressable memory (PB-CAM) to reduce the num-
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Figure 1: The memory organization of the PB-CAM
architecture.

ber of comparison operation[1]. Their architecture is
composed of the data memory, the parameter memory,
and the parameter extractor as shown in Figure 1. The
parameter extractor is very important because it deter-
mines the number of comparison operations. The PB-
CAM used ones count approach to reduce the compar-
ison operations, thereby saving power. However, the
parameter extractor implemented by ones count ap-
proach decreases the performance of PB-CAM when
the input data is random. In this paper, we devise a
Block-XOR approach to replace the ones count ap-
proach to improve the performance of PB-CAM. By
mathematical analysis, compared to [1] our Block-
XOR approach can reduce 50% comparison opera-
tions.

The remainder of this paper is organized as fol-
lows. In Section 2, we briefly describe the PB-CAM
architecture. Our new architecture is described in Sec-
tion 3, where the design of the novel parameter extrac-
tor, block-Xor is provided. In Section 4, we provide
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mathematical analysis to prove the effectiveness of
our new architecture. Finally, we estimate the power
dissipation of our and the original approaches in the
Section 5. Finally, we draw the conclusion in Section
6.

2 PREVIOUS WORK and OBSER-
VATION

In order to understand our approach more clearly, we
briefly describe the architecture of the PB-CAM in
this section [1]. Figure 1 shows the memory organi-
zation of the PB-CAM architecture. Throughout this
paper, we assume that the input data for data search-
ing function is random. The architecture consists of
the data memory, the parameter memory, and the pa-
rameter extractor. In order to reduce massive com-
parison operation for the data searching function, the
operation is divided into two parts. In the first part, the
parameter extractor extracts the parameter of the input
data, then many comparison circuits compare the pa-
rameter of the input data with the parameters stored
in parameter memory in parallel. If no match occurs
in the first part, it means that the input data mismatch
the data related to this stored parameter. Otherwise,
the data related to this stored parameter has to be iden-
tified in the second part. With the results of the first
part, the CAM word circuits can only compare the in-
put data with those unidentified data to identify any
match for the second part.

As we stated above, the parameter extractor is
very significant for comparison power, since this cir-
cuit determines the remainder of unidentified data af-
ter the first comparison process. Therefore, the design
target for the parameter extractor is to filter out the
unmatched data as more as possible for reducing the
number of second comparison. In [1], Lin adopted the
ones count function to perform the parameter extrac-
tor because the function is efficient in filtering com-
parison operations. When input data is n-bit length,
the number of ones count is n+1, plus 1 is used to ex-
press an additional state of ones count to indicate the
availability of stored data. Hence, based on the pa-
rameter extractor function, the minimal bit length of
parameter is equal to [log(n + 2)]. In the PB-CAM
architecture, the parameter extractor is implemented
by many full two bits adders. Figure 2 illustrates the
design of the parameter extractor for ones count ap-
proach. The circle element is defined as follows. With
n bits input data, the circle element uses [n/3] adders
to generate partial addition of the n bits input data in
parallel. Next it outputs [n/3] carry signals to the
left link and [n/3] sum signals to the right link at
the same time. According to the definition, the cir-
cuit design of parameter extractor is built. The design
is shown in Figure 3. Throughout this paper, we will

use a 14 bits example to build the PB-CAM and our
proposed circuits for fair comparison.

The parameter extractor filters a large amount of
unmatched data to reduce the number of comparison
operations for low power. For a 14 bits length input

data, all the input data contain 2'* numbers, and the
number of input data related to the same parameter is

C}f , where n is a kind of ones count (from O ones
count to 14 ones count). Then we can compute the av-
erage probability that the parameter occurs. The aver-
age probability is defined as

Average Probability = (Cp*)/(2'). ()

Table 1 lists the average probability for the 14 bits
length input data. If a match occurs in the first part
by the parameter is 2, the number of comparison op-
erations is C!* = 91 at most for the second part.
Compared to the traditional CAM, the comparison cir-
cuit must compare all stored data. Obviously, the PB-
CAM can filter a large amount of unmatched data to
reduce the number of comparison operations for low
power in some cases. However, the average probabil-
ity of some parameters such as 0, 1, 2, 12, 13 and 14
are less than 1%. That would be waste power to the
first part comparison, because the first part circuit can
not effectively filter out the unnecessary comparison
for second part.

In Table 1, the number of comparison operations
is over 2000 for the parameter value ranges from 5
to 9. As mentioned above, the average probabilities
for those parameters (1, 2, 12, 13 and 14) are almost
about 82%. Although the number of comparison oper-
ations is less than that of the traditional CAM, the PB-
CAM fail to reduce the number of comparison opera-
tions in the second part when the range of parameter
value is from 5 to 9, thereby consume a large amount
of power. We show the distribution of the input data
among the all parameters in Figure 4 for observation.
We can see that the curve in Figure 4 performs normal
distribution characteristic. The normal curve is called
Gaussian distribution. Note that the Gaussian distri-
bution will limit the further reducing of comparison
operations in PB-CAM. Thus, we propose a new pa-
rameter extractor to replace the ones count approach.
Our approach presents the same number of compari-
son operations for all parameters, and less comparison
operations than that of the ones count approach. This
is especially suitable for real-time embedded system.
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Table 1: Average probability and the number of data
related to the parameter.

Parameter | Number of data related to Avera%e
the parameter probability

0000 [ 0 L 0.01%
0001 { 1 14 0.09%
0010 2 91 0.56%
00111 3 364 2.22%
0100 4 1001 611%
0101[ 5 2002 12.22%
0110[ 6 3003 18.33%
0l11] 7 3432 20.95%
1000 8 3003 18.33%
1001 [ 9 2002 12.22%
10101 10 1001 611%
1011 [ 11 364 2.22%
1100 12 91 0.56%
1101 [ 13 14 0.09%
1110[ 14 L 0.01%
1111 15 Valid bit

Figure 2: The 14 bits block diagram of parameter ex-
tractor.

3 PROPOSED APPROACH

The key idea of our method is to reduce the com-
parison operations and eliminate the Gaussian distri-
bution. In order to eliminate the Gaussian distribu-
tion, we distribute the input data among parameter
uniformly. For example, the number of input data re-
lated to the same parameter is % for a 14 bits length
input data so that if we assume the first access results
in a parameter-hit, the number of comparison opera-
tions will be 1093 at most in the second comparison
process. Compared with the ones count approach, our
approach can reduce about 1000 comparison opera-
tions at least for 82% cases (the range of parameter
value is from 5 to 9). According to the observation, we
propose a new parameter extractor to achieve above
requirement. We name this approach as Block-XOR
method.

Under our method, for obtaining the new param-
eter, the bits length of input data is partitioned into
several blocks, and then computes an output bit for
each block by XOR logic operation. Note that the pa-
rameter consists of these output bits. Figure 5 shows
the structure of our Block-XOR approach. In order

Figure 3: The 14 bits ones count of parameter extrac-
tor.
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Figure 4: The distribution of the input data among the
all parameters.

to compare with the ones counts approach, we set the
bit length of parameter to [log(n + 2)]| where n is
the length of input data and assume the 14 bits length
input data in Block-XOR approach. Therefore, the
number of block is [n/log(n + 2)]. For our exam-
ple, the length of parameter is [log(14 + 2)] = 4 bits,
hence the number of block is [14/log(14 + 2)] = 4.
Accordingly, all the blocks will contain 4 bits except
the last one, which only contains 2 bits.

Based on the above discussion, we can obtain a
new parameter bit from each block. First we list all
possible states in 4-bit block, as shown in Table 2.
In summary, the number of the parameter to be 0~
or ”1” will be equal. For the 2-bit block, Table 3
shows the same result. Afterward, we can calculate
the number of input data related to the new parameter
and the average probability that the parameter occurs
by rule of product. Table 4 lists the average probabil-
ity and the number of input data related to the same
parameter for all 14 bits length input data. For ex-
ample, the parameter ”0110” consists of the two bits
signals ”1” and two bits ”0”, we can obtain the 70~
and 17 signals from Table 2. each signal has eight
kinds in four bits data. As can be seen in Table 3,
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Table 2: The parameter of 4-bit block.

Block | A output bit | Block | A output bit
bits | of parameter | bits | of parameter
0000 0 1000 1

0001 1 1001 0
0010 1 1010 0

0011 0 1011 1

0100 1 1100 0

0101 0 1101 1

0110 0 1110 1

0111 1 1111 0

the block bits of 700 and 11" corresponds to 707,
and 701" and 10" correspond to 1" respectively. By
rule of product, the number of input data related to
the same parameter is 8 X 8 x 8 x 2 = 1024. Conse-
quently, the average probability can be determined as
1024/(1024 x 16) x 100% = 6.25%.

Table 4 indicates the uniform property of our
Block-XOR method. We can see that the number
of comparison operations is 1024 at most for each
parameters. Obviously, our approach reduces the
number of comparisons and equalizes the comparison
time, hence low power and real time. However, com-
pared to Table 4, our approach (Table 4) does not pro-
vide valid bit for checking whether the data is valid or
not. For this reason we provide a valid bit. Further-
more, in order to guarantee the uniformly distribution
property of Block-XOR approach, we modified the ar-
chitecture of our Block-XOR approach as shown in
Figure 6. First, we add a multiplexer to select the out-
put parameter. The select line is defined as

S = A3A3A1A0 (2)

According to the above function, if the parameter is
”0000-1110"(S = 0), the multiplexer will transmit
the i¢ to the output, In other words, the parameter
does not change. Otherwise, (A3A2A41 A9 ="11117,
S = 1) the first block of input data will become the
new parameter. Then the 11117 now can be used
as valid bit. We do not consider the situation of
the first block is 711117 because the 71111 block
bits will result in ”0” output bit. Table 5 presents
the number of input data related to the parameter for
the modified Block-XOR approach. When the pa-
rameter is 711117, the new parameter is provided by
the first block which the output bit is 17, hence the
number of input data related to those parameter is
1024+(1024/8) = 1152 and the average probability is
(1152/(1024 x 7+1152 % 8))x 100%=7.03%. If the pa-
rameter is not 11117, the number of input data related
to the same parameter is 1024 and the average proba-
bility is (1024/(1024 x7+1152x8))x 100%=6.25%.

Table 3: The parameter of 2-bit block.
Block | A output bit of

bits parameter
00 0

01 1

10 1

11 0

Table 4: The average probability and the number of
input data related to the same parameter for the 14
bits length input data.

Parameter | Number of data related to Avera%
the parameter probability
00001 0 8% 8% 8% 2=1024 6.25%
0001 | 1 8% 8% 8% 2=1024 6.25%
00101 2 8% 8% 8% 2=1024 6.25%
00111 3 8% 8% 8% 2=1024 6.25%
01001 4 8 8% 8% 2=1024 6.25%
01011 5 8% 8% 8% 2=1024 6.25%
01101 6 8% 8% 8% 2=1024 6.25%
01111 7 8% 8% 8% 2=1024 6.25%
1000 8 8% 8% 8% 2=1024 6.25%
1001 ] 9 8% 8% 8% 2=1024 6.25%
1010{ 10 8% 8% 8% 2=1024 6.25%
1011 (11 8% 8% 8% 2=1024 6.25%
1100 { 12 8% 8% 8% 2=1024 6.25%
1101 {13 8% 8% 8% 2=1024 6.25%
1110 14 8% 8% 8% 2=1024 6.25%
1111] 15 8x 8x8x2=1024 6.25%

4 MATHEMATICAL ANALYSIS

To eliminate Gaussian distribution, we uniformly dis-
tributes the parameter among the input data. How-
ever, when the parameter is 0, 1, 2, 3, 4, 10, 11, 12,
13 and 14, we can observe that the comparison op-
erations of ones count approach is less than that of
the Block-XOR approach from Table 1 and Table 5.
Although our approach is better than ones count ap-
proach only for the parameter from 5 to 9, we must
draw attention to the probability of the parameter oc-
curring is 82%. For example, when the parameter is

Table 5: The average probability and the number of
input data related to the same parameter for the modi-
fied Block-XOR.

Parameter | Number of data related to Avera%
the parameter probability
00001 0 1024 6.25%
00011 1 1024+(1024/8) 7.03%
00101 2 1024+(1024/8) 7.03%
00111 3 1024 6.25%
01001 4 1024-+(1024/8) 7.03%
01011 5 1024 6.25%
01101 6 1024 6.25%
01111 7 1024-+(1024/8) 7.03%
1000 8 1024+(1024/8) 7.03%
10011 9 1024 6.25%
1010{ 10 1024 6.25%
1011 {11 1024-+(1024/8) 7.03%
1100 | 12 1024 6.25%
1101 { 13 1024-+(1024/8) 7.03%
11101 14 1024+(1024/8) 7.03%
1111 | 15 Valid bit 6.25%
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7 in the 14 bits input data, we have 20.94% chance to
reduce the comparison operations for more than 2280
in contrast to the ones count approach. By summa-
tion, the probability of the parameter from 5 to 9 is
82%. Therefore, compared to ones count approach,
we can reduce the number of comparison operations
for more than 1000 at most cases. In other words, for
only 18%, the ones count approach is better than our
approach. Further, when the bit length of input data is
30 bits, the Block-XOR approach has 90% chance to
reduce the number of comparison operations for more
than 2.107 millions in comparison with the ones count
approach. In conclusion, the Block-XOR can reduce
almost half of comparison operations of ones count
approach in comparison circuit for 14-bit length input
data. Moreover, due to its uniformly distributed char-
acteristic, it is even more suitable for real-time system.

S Experimental Result

Accordingly the Block-XOR approach can reduces
much more comparison operations than that of the
ones count approach. In this section, we demon-
strate that the power consumption between ones count
and our Block-XOR approaches for verification. To
compare two approaches, we adopt the same mem-
ory access power dissipation from [1]. The parame-
ter extractors for the ones count and Block-XOR ap-

Table 6: Experimental result in the parameter extrac-
tor for 14-bits input data.

Ones count | Block-XOR
approach approach

Delay time (ps) 4.70 1.28
Average power (mW) 4.69 1.86
Power-Delay product (£J) 22.04 2.39

proaches have been synthesize by Synopsys Design
Compiler with TSMC 0.25um technology at 2.5V,
After that, we estimate the power by Synopsys Prime-
Power. In the experiment, the input patterns are ran-
dom and 14 bits length. The power dissipation of
the parameter extractor for the ones count and Block-
XOR approaches are tabulated in Table 6. From Table
6, we can easily observe that the delay and average
power in Block-XOR are much smaller than that of
ones count; therefore the power-delay product is far
less than that of ones count. For clearly, we list the
reduction of power-delay product in Table 7. The re-

duction of power-delay product is up to 89%.

From [1], the power consumption of access mem-
ory is 86 fJ per bit for each search operation, and
search access time is 10 ns. We assume that the data
memory size is 214 words, and each word is 14 bits.
As aresult, the total power can be computed as:

Total power =

PoweTParametﬁr extractor circuit
+No. of first compariSonparameter 3)
x Power access parameter memory for 4bits data
+No. of second comparisonpata

XpoweTAccess data memory for 14bits data

The total power for search operation in PB-CAM
is shown in Table 7. For the second part compar-
ison in the ones count approach, the average prob-
ability of active comparator operation is about 82%
for the parameters value ranges from 5 to 9, therefore
the number of comparison operation can be calculated
as (2002 x 2+3003 x 3+3432)/5=2688. Compared with
our approach, we set the number of the second part
comparison operation to the worst case, i.e. 1152. Al-
though the assumption is disadvantage to our Block-
XOR approach, the power reduction rate is also up to
57% in the second part comparison. It implies that our
Block-XOR parameter extractor can effectively filler
out for more unnecessary comparison operation than
ones count does. The reduction is computed as:

Power Reduction =
Powerones count —POWerBlock—XOR

Powerones count

Comparisons Reduction =
No. of comparisonsones count—INO. of comparisonsgiock— XOR

4

(No. of comparisonsones count

Discusstion:
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Table 7: Comparison of two approaches.

Ones count approach | Block-XOR approach | Reduction
POwerPa,'rameter extractor (fJ) 22.04 239 89%
No. of firstcomparisonparameter 214 214 0
PoweTAccess parameter memory for 4bits data (fJ) 344 344 0
Powerpirst comparison(®J) 5.63 5.63 0
No. of second comparisonpata 2688 1152 57%
PoweTAccess data memory for 14bits data I 1204 1204 0
Powe'rSecond comparison 1 3.24 1.39 57%
Total Power (nJ) 8.87 7.02 21%
From Table 7, we can see that 21% of power con- References:

sumption is saved by reducing the number of com-
parison operations. It should be noted that when the
parameter bit length is the same, the power of the first
part comparison is the same for two approaches. In
other words, if the parameter length is constant, the
power consumption of the first comparison for any ap-
proach is the same for the PB-CAM structure. Due to
the bit length of the parameter is fixed in this paper,
we only have to focus on the power consumption in
the second comparison. As shown in Table 7, our ap-
proach reduces 57% power dissipation for second part
comparison. In summary, the Block-XOR approach
not only reduces the comparison operations in mem-
ory but also decreases the power consumption of pa-
rameter extractor building block. It is intuitively that
the circuit structure of Block-XOR is much simpler
than that of one count.

6 Conclusion

In this paper, a Block-XOR parameter extractor for
low power PB-CAM is proposed. The mathematical
analysis and experimental results confirmed that our
approach can effectively save the power not only for
comparison circuits but also for memory. In order to
eliminate the Gaussian distribution in original design,
we used the Block-XOR approach to devise the pa-
rameter extractor. By our mathematical analysis, the
number of comparison operation is far less than that
of the ones count approach so that the Block-XOR
approach reduced the power dissipation significantly.
Moreover we implemented the parameter extractor to
prove that the power consumption in our approach is
less than that of ones count. Compared to [1], the
experimental results shows that our approach reduces
power-delay up to 89%. In addition, it obtains 21%
reduction in total cache power consumption.
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