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Abstract: - This work focuses on selecting features in the automatic text categorization of Chinese industrial and 
financial news. We use feature selecting method for the characteristics of subclass Chinese financial and 
industrial news. However, it is an open challenge for subclass news in solving real-world problems which are 
often high-dimensional. Therefore, we proposed a feature selecting model in automatic text categorization of 
Chinese financial industrial news. This model can not only discover features from training news, but also can 
tune features through testing news. The proposed model help to classify subclass news, and it will be useful to 
knowledge management. Furthermore, feature selection has received considerable attention in improving the 
performance of the classification. 
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1   Introduction 
With the prevalence of the Internet, users can easily 
retrieve the information what they want from Internet. 
Unfortunately, people could not promptly acquire 
knowledge from this information source without 
computer processing technology. Therefore, an 
efficient knowledge management becomes very 
important. In recent years, text categorization is 
recognized as one of the most important technologies 
for acquiring knowledge from huge amount of 
electronic documents. The goal of text categorization 
is the automatic assignment of documents to a fixed 
number of predefined categories. In general, each 
document can be in multiple, exactly one, or no 
category at all [8]. Therefore, it is an open challenge 
for subclass news in solving real-world problems 
which are often high-dimensional [12]. Furthermore, 
the number of recent researches on English text 
categorization is very large, nevertheless, little has 
been done for Chinese texts [7]. It is difficult to 
perform Chinese text classification with satisfactory 
performance due to its special language nature. 
   In this study, we proposed a feature selecting model 
in automatic text categorization of Chinese financial 
news. This model is extended work of our previous 
research on Chinese text mining [3,4,5,6]. We 
applied some of the text-mining technologies in data 
pre-processing to build this model. In order to 
transform ordinary text document into predefined 
database, an information extraction process (IE) is 
developed to extract necessary information from text 
documents, including natural language process 

technologies [4].In this study, we focus on selecting 
features in the automatic text categorization of 
Chinese industrial and financial news. Furthermore, 
we try to use feature selecting method for the 
characteristics of subclass Chinese financial and 
industrial news. We apply TFIDF to extract 
keywords. Furthermore, we hope to get the own 
characteristics of each subclass  of Chinese financial 
industrial news. Gain ratio is the measure used to 
select the best attribute to be tested and represents 
how precisely the best by the attribute predict the 
distribution of classes [11]. We apply ratio gain to 
rank the features where at each subclass is located the 
features. After ranking features, we can update the 
features. This model can not only discover features 
from training news, but also can tune features 
through testing news. 
    The remainders of this paper are as follows: In 
Section 2, we introduce our selecting features model 
in the automatic text categorization of Chinese 
industrial and financial news. The global view of the 
proposed model is discussed.  In Section 3, we 
discuss the feature selection algorithm Gain Ratio 
what we use in our model in detail. Section 4 
concludes the paper and discusses future research. 
 
 
2   Related work 
In this section, we give a global view of the 
knowledge discovery model in Chinese documents. 
We applied some of the text-mining technologies in 
data pre-processing to build the feature selecting 
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model. This model is derived from the previous work 
from the knowledge discovery model in Chinese 
documents [3, 4, 5, 6]. As shown in Figure 1, the 
model is divided into two parts, saying pre-process 
and post-process. The pre-process takes the Chinese 
documents as input data. The pre-process includes 
Chinese segmentation and information extraction. 
The extracted information is stored in pre-defined 
format databases to represent the knowledge 
template. The post-process, Chinese Knowledge 
Discovery (CKD), is applied to a rule learner, named 
TextRise, to induce the knowledge templates into a 
set of rule base. Users discover interesting or helpful 
knowledge rules aided by a proposed interestingness 
measure from the rule set [3]. Therefore, users can 
easily obtain useful knowledge or information 
without having to read large text documents from the 
Internet or other sources. 
 

 
Fig. 1. The knowledge discovery model in Chinese 
Documents[4] 
 

Unlike pre-process for English text documents, 
Chinese text documents are composed from Chinese 
characters without spaces. The process to divide 
Chinese text into segments, or phrases, is called 
segmentation process. There are three major 
approaches [1,2] to Chinese segmentation. The first 
approach is dictionary-based with maximum 
matching. That is, the process segments Chinese text 
by using a pre-defined Chinese dictionary. In general, 
the process takes the phrase with maximum length 
from all possible phrases. The second approach is 
based on statistical methodology. The model 
information is to divide Chinese text into proper 
phrases. The characters mutual information is 
statistical information derived from an existing 
corpus. The third approach integrates the first two 
approaches. We modified the third approach to the 
Chinese text segmentation process in this uses 
pre-produced characters database by mutual model. 

Our previous work focuses on the post-process. In 
this study, we apply the pre-process to the feature 

selecting model in automatic text categorization of 
Chinese financial industrial news. 
 
 
3   Feature selecting model in the text 
automatic categorization of Chinese 
financial industrial news 
The feature selecting model in the text automatic 
categorization of Chinese financial industrial news is 
shown as in Figure 2. CFINITM can not only 
discover features from training news, but also can 
tune features through testing news. The proposed 
model help to classify subclass news, and it will be 
useful to knowledge management. 
 

 
 
Fig. 2. Architecture of Chinese Financial Industrial 
News Incremental Tuning Features Model 
(CFINITFM) 
 

There are three modules in CFINITFM, saying 
data pre-processing module (DPM), feature 
extracting module (FEM), and feature selecting 
module (FSM). In addition, there are three databases 
in the proposed model, saying segment word 
database (SWDB), keyword database (KDB) and 
processed database (PDB). The architecture of 
Chinese financial industrial news incremental tuning 
model is shown in Fig 2. 

The functions of these modules are illustrated as 
follows: 

 Data pre-processing module (DPM): We apply 
the pre-process technology of our previous  

work [3, 4, 5, 6], include segmentation etc. 
Pre-process of Chinese text documents are more 
difficult than English text documents. It can help us 
to deal with the Chinese text document through this 
module. 

 Feature extracting module (FEM): This module  
derived from the previous work from the knowledge 
discovery model in Chinese documents [4]. We also 
use TFIDF to get the keywords to represent the 
features of the subclass. 
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 Feature selecting module (FSM): After getting  
the important keywords form FEM, we apply 
Gain-Ratio to rank the keywords and then select 
latest features through updating. 

 Segment word database (SWDB): It stores the  
segment words which are generated from DPM. 

 Keyword database (KDB): It stores the 
keywords which are extracted from FEM. 

 Processed database (PDB): It stores the latest  
features which are tuned from FSM. 
 
 
3.1 Data pre-processing module 
Data pre-processing module (DPM) apply the 
pre-process technology of our previous work 
[3,4,5,6]. Pre-process of Chinese text documents are 
more difficult than English text documents. It can 
help us to deal with the Chinese text document 
through this module. Figure 3 depicts the integrated 
Chinese segmentation process [4] in the proposed 
model. We prepared mutual information from large 
corpus of Chinese characters. We also prepared a 
stop word list for removing meaningless characters. 
In the segmentation process, we use dictionary-bases 
and MI-bases to segment the same text. The 
segmentation process takes the longest phrase as a 
result. 
 

Fig. 3. Framework of data pre-processing Module 
We use Sporat and Shih’s approach [10] to 

calculate the Chinese mutual information (MI). The 
MI measure represents the concatenation strength of 
two Chinese character a and b. The MI value is 
calculated by the following equation [10]: 
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where Chinese character b appears after character a. 
f(ab) represents the times that character b appears 

after character a. f(a) and f(b) represent the number of 
times that characters a and b appear, respectively. N 
is the total number of Chinese characters in the 
corpus.  Chinese phrase ab could be a Chinese phrase 
if their MI value is high. Chinese character sequence 
abc could be highly possible a true Chinese phrase if 
both MI(ab) and MI(bc) are high. In this way, we can 
possibly find a new n-gram phrase. This approach 
solves the deficiency of phrase-based segmentation 
approaches for new phrases. 
 
 
3.2 Feature extracting module 
In the feature extracting module, we use TFIDF to get 
the keywords to represent the features of the subclass.  
 

 
Fig. 4. Framework of Feature Extracting Module 

 
Our work employed TFIDF method to compute the 

score of each term. We extract the several highest 
score terms as the keywords which are the type of 
subclass. We can select key terms by using TFIDF 
(term frequency; inverse document frequency) [9]. 
Term frequency is the number of times a particular 
term occurs in a given document or query. Inverse 
document frequency is a measure of how often a 
particular term appears across all of the documents in 
a collection. So, common words will have a low IDF 
and words unique to a document will have a high 
IDF. 
The TFIDF weighting scheme is used to assign 
higher weights to distinguished terms in a document. 
TFIDF makes two assumptions about the importance 
of a term. First, the more a term appears in the 
document, the more important it is. Second, the more 
it appears through out the entire collection of 
documents, the less important it is since it does not 
characterize that particular document very well [9]. 
The weight for term ti in a document di, Wi is defined 
as follows: 
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where tfj is the frequency of term ti in document di, N 
the total number of documents in the collection, and n 
the number of documents where term ti occurs at least 
once. 
 
 
3.3 Feature selecting module 
After extracting features form FEM, we apply 
Gain-Ratio to rank the keywords which are the type 
of subclass and then tune the latest seleting features 
through testing news. The proposed feature selecting 
module (FSM) is shown as Figure 5. 
 

 
 
Fig. 5. Framework of feature selecting module 
 

In this module, we proposed the utilization of the 
Gain-Ratio to get its own characteristics of each 
subclass Chinese financial industrial news. 

We get the training keyword from feature 
extracting module and send to Gain-Ratio ranking 
these extracting features. After ranking  the features, 
we can get its own characteristics of each subclass 
Chinese financial industrial news. Furthermore, we 
can not only discover features from training news, 
but also tune features through testing news. Through 
tuning strategy , selecting features can update the 
latest features. It will help to subclass of automatic 
text categorization, if we can get the latest feature. 
 
 
4   Conclusion 
With the prevalence of the Internet, users can easily 
retrieve the information what they want from Internet. 
Information explosion shows that efficient 
information summarization is aspired to all users. 
Therefore, an efficient knowledge management 

methodology becomes very important. Some 
technologies, such as automatic text categorization, 
for acquiring knowledge from huge amount of 
electronic documents are recognized as important 
technology in this field.  

In this study, we proposed a feature selecting 
method for the characteristics of subclass Chinese 
financial and industrial news. This work focuses on 
feature selecting method for the characteristics of 
subclass Chinese financial and industrial news. 
However, it is an open challenge for subclass news in 
solving real-world problems which are often 
high-dimensional. Therefore, we proposed a feature 
selecting model in automatic text categorization of 
Chinese financial industrial news. This model can not 
only discover features from training news, but also 
can tune features through testing news. The proposed 
model help to classify subclass news, and it will be 
useful to knowledge management. Furthermore, 
feature selection has received considerable attention 
in improving the performance of the classification. 
It’s a major contribution that our proposed model can 
process a mass amount of Chinese text documents 
and induce them into a knowledge management. 
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