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Abstract: - This paper considers the effects of dynamic restoration routing after a failure in MPLS
based networks. MPLS technology enables scalable VPNs and end-to-end QoS over the Internet
which requires efficient fault recovery in presence of link or node failures. A major factor on net-
work performance after a failure is the transient congestion that results from restored connections
trying to retransmit packets lost since the failure. We focus on the importance of appropriate se-
lection of a rerouting algorithm to control the transient congestion, and we present results from a
simulation-based performance study of several routing algorithms. The results show that proper
selection of fault recovery routing algorithm can improve MPLS-network performance after a fail-
ure.

1 Introduction
Minimizing the impact of failures on services in con-
nection oriented packet switched networks, such as the
emerging quality-of-service (QoS) enabled Internet, is a
problem of growing importance as the Internet is be-
coming the common transport network for a wide range
of communication services including services with strict
QoS-requirements like VoIP, VoD and Video Conference.
Internet provides traffic engineering [6] possibilities by
the Multi Protocol Label Switching (MPLS) scheme. In
MPLS [5], packets are encapsulated at ingress routers
with labels that are used to forward the packets along La-
bel Switched Paths (LSPs). These LSPs are virtual traffic
trunks that carry flow aggregates generated by classify-
ing the packets arriving at the ingress routers of an MPLS
network into Forwarding Equivalent Classes (FEC). The
aggregation into FECs combined with explicit routing of
bandwidth-guaranteed LSPs enables service providers to
perform traffic engineering in their networks [6]. The new

QoS requirements put forward a need for including new
fault recovery mechanisms, and a general framework for
MPLS-based recovery has been defined [7, 12].

A primary goal of fault recovery is to restore ser-
vice leaving the users unaware of any internal failures
in the network. Restoration of service leads to a new
QoS routing problem in the Internet where it is neces-
sary to dynamically reroute traffic affected by a failure
[7, 11, 12]. The MPLS-based recovery framework defines
a Path Switch Router (PSR) as a point-of-repair that ac-
tually performs the reroute operation. The PSR can be
the ingress router of an LSP if end-to-end rerouting is
used, or the PSR can be the upstream router next to the
failure if patch-rerouting is used. In the case of patch-
rerouting, when there is a failure, all the LSPs using the
failed component are rerouted as one unit across the failed
component. This is different from the end-to-end rerout-
ing where the PSR is equal to the ingress router of the
LSPs which makes it possible to reroute each LSP indi-
vidually. The major advantages by end-to-end rerouting
over patch rerouting are; better utilization of available re-
sources since the demand is being restored in small units
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of bandwidth, better adoption to changes in policies and
equipment among the various service providers, and it
handles both node and link failures. This comes at the
cost of increased restoration time [7].

In end-to-end rerouting, the failure is detected by the
node upstream to the failure, who sends a notification
message to the source router (i.e. the PSR) of the LSPs
traversing the failed component. Upon receiving the fail-
ure notification the PSR first identifies affected LSPs, then
it search for possible backup LSPs (these may be pre-
calculated for each source-destination pair). Then the
PSR selects the path with minimum cost according to a
cost function as discussed below, before finally establish-
ing the disrupted connection along a new LSP. Each PSR
maintains a link cost database which keeps an updated
record of the residual (available) bandwidth on each link.
The residual bandwidth is defined as the difference be-
tween the link capacity and the amount of bandwidth al-
ready in use by the active and the backup paths traversing
the link. This information is obtainable from routing pro-
tocol extensions described in [6].

A network failure of a router or a link typically cause
many LSPs to be disrupted simultaneously, some of which
may carry traffic that requires retransmission of lost pack-
ets. This introduce a burst that is not seen under normal
operation. Packets to be retransmitted creates a backlog at
the PSR who tries to get rid of the backlog as fast as possi-
ble. This and the collective attempt to reestablish connec-
tions cause traffic congestion and undesirable transients
in the network. In [2] Tipper et al. showed that the ad-
ditional transient load imposed on the network by the re-
transmissions typically cause buffer overflow at both the
source node and at the buffers at other nodes along the
path to the destination. In addition, packets dropped after
reconnection due to this overflow also need to be retrans-
mitted, adding a positive feedback to the source, further
worsening the congestion. As noted in [2], congestion
control schemes are not effective in preventing conges-
tion after a major failure since the overload at network
nodes is mainly due to the rerouted connections needing
to work off their backlogs simultaneously, and since the
backbone links used are high-speed links carrying a large
set of data already on-route when feedback based con-
trol mechanisms are used. In [3] it is shown for ATM-
networks that rerouting after a failure can control the tran-
sient congestion to some extent.

In this paper we show the effect of various restoration
routing algorithms on the transient congestion in MPLS-
networks. The metrics used are the duration of the con-
gestion in seconds and the spatial distribution of the con-
gested area.Note that traditional performance metrics like
number of connections rejected or amount of bandwith re-
stored can not be used since all connections are restored.
Here we focus on the dynamic performace of the network
queues during recovery of all failed LSPs.

2 Rerouting Strategies
We study the effect on network performance of various
strategies to select restoration paths. Each path is assigned
a cost according to the chosen strategy by letting the path
cost W for each candidate path j be defined as the sum of
link costs V for each link ` along the path:

Wj =
∑
`∈L

V`

where L is the ordered set of directed links in the network,
and j is an element in the set of candidate paths between
the ingress and egress MPLS-router.

The first strategy is to spread the load over a large geo-
graphic area by using a large set of links in order not to se-
riously degrade the performance of any particular link. A
scheme that use this approach is Load Distribution Among
Paths (LDAP) [10] were the link cost is set equal to the
bandwidth being used on the link by active- and eventual
previously established backup LSPs. This is equivalent to
using the negative of the residual capacity R as the cost
for link l: V` = -R`. The path cost W for each possible
backup path j is defined as the sum of link costs along the
path:

Wj,LDAP =
∑
`∈L

−R` (1)

Another approach is to select the path that minimize
end-to-end delay. Here we use a scheme that minimize
the additional increase in delay that a LSP will experience
when routed along a path, thus the scheme is called Min-
imum Incremental Delay (MID). The formula for MID is
found by taking the derrivative of the link queueing delay
in a M/M/1 type queueing model as discussed in [1]. This
gives a link cost formula: V` = C`

(R`)2
, where C` is the link
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capacity of link l. Thus the path cost is:

Wj,MID =
∑
`∈L

C`

(R`)2
(2)

A third strategy is to try to isolate and restrict the area
of the congestion. This can be done by using Minimum
Hop (MH) as path cost letting each link having a cost of
1. MH results in the number of nodes and links directly
handling rerouted connections being minimized since the
restoration paths are as short as possible. The formula for
MH path cost is:

Wj,MH =
∑
`∈L

1 (3)

The fourth and last aproach is similar to LDAP but in
addition it looks at the end-to-end distribution of residual
capacity along each candidate path. Paths with increasing
amount of link residual capacity along a path will be pre-
ferred. To acheive this an additional cost δ` is added to
each link if R`+1 < R`, otherwise the link cost is -R` as
for LDAP. Also, the additional cost is weighted accord-
ing to how far from the ingress router it is. The weight is
set equal to the hop index, H i.e. between link 2 and 1
have weight 1, between link 3 and 2 have weight 2, and
between 4 and 3 have weight 3. This scheme termed In-
cremental Residual Capacity (IRC) is formulated as:

Wj,IRC =
∑
`∈L

(−R` − δ`)

where δ` = H(max(0, R` −R`+1)) (4)

3 Performance Evaluation
We consider a distributed rerouting approach that is con-
sistent with routing protocol extensions for Traffic Engi-
neering [8, 9]. Each router maintains a topology database
containing the cost of using each link in the network.
Also, to speed up the routing computation each node
maintains a precomputed set of routes between each
source destination pair that is determined from the topol-
ogy of the network and is restricted by a hop count limit.
The database of link cost is updated periodically with each
router notifying the other routers of its current link cost at

the update times using a flooding approach. Also, asyn-
chronous updating of the link cost occurs whenever a link
utilization changes by an amount exceeding a predefined
threshold. Routing is accomplished at connection setup
time by the ingress LSR of the LSP using it’s local cost
database and the set of predefined paths to select the mini-
mum cost path from the ingress to egress LSR. The rerout-
ing schemes proposed above will fit easily into this format
using the appropriate link cost in calculation of the route.

A simulation based performance study was conducted
to evaluate the effect of the rerouting strategies on the
transient congestion. We adopted the nonstationary sim-
ulation methodology of [4] to observe the behavior of the
average number in the queueing system versus time for
all links in the network. The basic approach is to run the
simulation a number of times and average the quantities of
interest across the ensemble of independent runs at a par-
ticular time instant. Many such points may be obtained at
different time instants and the behavior of the system can
be studied as a function of time.

The 10 node network with 42 bidirectional links shown
in Figure 1 was simulated. The topology was selected
since it has a average node degree of 4.2 which is a typi-
cal value in the range of many existing networks, and due
to the large number of alternate paths between any pair
of nodes. A simulation model of the network was de-
veloped in the ns-2 package [13] combined with MPLS
[14]. The model focus on a comparative analysis of the
rerouting algorithms during fault recovery under a com-
mon set of simplified assumptions described here. The
rerouting algorithms were implemented in the simulation
in a distributed fashion with each router maintaining a lo-
cal database of the link cost with periodic cost updates. A
hop count limit of four links was used in the model to re-
strict the number of feasible paths and speed up the route
selection.

All nodes in the network are MPLS routers, all links are
1 mb/s duplex links, and the link output queues are FIFO-
queues with a size of 20 packets giving a system size (in-
cluding the server) of 21. All traffic sources k generate
512 Byte packets at a Poisson rate equal to the demand
rate dk. The time to detect a failure and begin notifica-
tion of the source nodes was set to two seconds. It was
assumed that all dropped packets need retransmission and
the resulting backlogs at the PSR was determined using
the normalization approach given in [2].
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A set of 50 LSPs between various source destination
pairs were set up and were running in stady state when a
link failure was introduced. The average network link uti-
lization was 0.334, thus the network has enough residual
capacity to restore all failed connections regardless of the
routing algorithm used.

At t = 1 the link 2-4 breaks and node 2 sends an LDP
notification upstream to the ingress LSR. Upon receiving
the notification, the ingress LSR performs the restoration
by first identifying failed LSPs. Then it search for new
backup LSP for each failed LSP, calculate the cost for
each of these and select the least cost path, which is es-
tablished. The time to detect a failure, send notification
and do the restoration steps were simplified as a 2 second
delay, after which backup paths were loaded. Retrans-
mission of lost traffic (backlogs) were simulated by hav-
ing sources send at maximum rate until all lost packets
are retransmitted. The queue sizes were sampled each .01
second, and a 10 run average is shown in the figures.

It was assumed that all dropped packets need retrans-
mission and the resulting backlogs at the PSR was deter-
mined using the normalization approach given in [2]. The
metrics used to characterize the transient congestion were
duration and spatial distribution following the approach
in [4]. Here the duration is measured by two numbers;
the average length of the congestion over all congested
links, and the time of the link that were congested for the
longest period. The spatial distribution of the congested
area is measured by the total number of links used by the
bachup LSPs selected, and the number of these links that
actually became congested.

The failure affected nine LSPs from PSR 9 with an
aggregate load of 0.84. The traffic rates dk, number of
possible restoration paths Pk, and the paths selected by
the rerouting schemes for the 9 affected LSPs are given
in Table 1. Table 1 illustrates that the routes selected by
the four algorithms are as expected from their definition.
Specifically, the MH scheme picks 1 and 2 hop paths re-
sulting in the fewest number of links used. Where as,
the LDAP algorithm uses four hop paths for all LSPs and
affects the greatest number of nodes. As for LDAP the
IRC scheme also selects four hop paths, but we see that
these are different from LDAP due to the requirement of
having increasing residual capacity along the path. The
MID approach prefers shorter paths while avoiding heav-
ily loaded links. Since spare capacity is plentiful all LSPs

are restored regardless of the routing scheme used. Thus
by the standard survivability metrics such as percentage
of connections blocked or percentage of bandwidth re-
stored, all the strategies are equivalent. However the tran-
sient congestion illustrates marked differences between
the strategies as can be seen in Figure 2. The figure shows
for each routing scheme the average number in the sys-
tem versus time after traffic restoration for three selected
network links. The results are the ensemble average of 10
simulation runs. There is little variance in the simulation
output in the various runs which results in narrow confi-
dence intervals on the simulation results and the intervals
have been left off the plots for clarity.

Consider the plot for link 9-1 shown in Figure 2. One
can see that after the restoration of LSPs the buffer at
link 9-1 quickly saturates under all four schemes, but the
amount of time the link is overloaded varies with the rout-
ing scheme. Specifically, the MH approach congests link
9-1 much longer than the other algorithms.

By examining plots similar to Figure 2 for all the links
in the network, we can identify the links that become con-
gested and the duration of the congestion. A link was con-
sidered congested if the average number in the queueing
system at a link attained the buffer size, and congestion
was deemed over when the number in system fell below
5. The two first rows in Table 2 shows the duration of the
congestion for each algorithm. Row 1 shows the average
congestion time which is the mean of the time each link
is congested for those that become congested. Similarly,
the maximum congestion time listed in row 2 is the length
of time for all links that become congested to clear. Rows
3 and 4 shows the spatial distribution by the number of
links used for each algorithm and the number of links that
congest.

4 Conclusions
In this paper we presented a performance study of the
MPLS fault recovery routing in the QoS enabled Internet.
Variour rerouting strategies suitable for traffic restoration
after a failure were studied. Specifically we studied, the
Minimum Hop (MH) scheme – which ensures the number
of nodes directly effected by the rerouting is minimized,
the Minimum Incremental Delay (MID) approch focusing
on minimizing the end-to-end delay, the Load Distribution
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Figure 1: Network topology

Among Paths (LDAP) scheme – which picks the source
destination route that has the maximum residual capacity
and the Incremental Residual Capacity (IRC) scheme –
which balances the load on the outgoing links of a node
that must reroute several connections. The results shows
that MID and MH congests a smaller area for a longer
time when compared with LDAP and IRC that congests
a larger area for a smaller time. Thus, there is a tradeoff
tradeoff between what parameters ISPs want to prioritze.

We have shown that the choice of routing algorithm has
effect on MPLS network performance during fault recov-
ery. Futhermore, it was illustrated that in addition to stan-
dard network survivability metrics, it is important to in-
clude metrics that characterise the real-time behaviour of
the network immediately after a failure.
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Figure 2: Link 9-1 queue behaviour

Table 1: Comparison of paths selected
dk Pk MID MH LDAP IRC
0.15 12 9–1–10 9–1–10 9–3–5–8–10 9–3–5–4–10
0.14 17 9–1–8 9–1–8 9–1–10–4–8 9–2–3–5–8
0.12 17 9–1–4 9–1–4 9–2–3–5–4 9–1–8–5–4
0.11 21 9–3–5 9–3–5 9–2–1–8–5 9–2–7–3–5
0.09 17 9–3–5–4 9–1–4 9–7–6–5–4 9–7–6–5–4
0.08 8 9–2–1 9–1 9–7–3–2–1 9–7–3–2–1
0.06 21 9–3–5 9–3–5 9–1–2–3–5 9–1–2–3–5
0.05 17 9–7–6–5–8 9–1–8 9–1–4–5–8 9–1–4–5–8
0.04 17 9–7–6 9–3–6 9–1–2–7–6 9–7–3–5–6

Table 2: Transient congestion metrics, avg. link load 0.334, no rejections
Routing algorithm MID MH LDAP IRC
Avg time congested 0.4 0.46 0.286 0.41
Max time congested 0.45 0.65 0.4 0.6
Links used 13 7 23 23
Links congested 2 2 5 5
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