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Abstract: - In this paper, a novel scheme for vector quantization (VQ) is proposed. A file called visible 
index file is used to record the coding result. The decompressed image reconstructed from the visible 
index file is the same as the one recovered using traditional VQ index file; however, the visible index 
file looks like the original image, and is therefore more convenient for the management of index files. 
Also, note that the size of the visible index file is the same as that of the traditional index file. 
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1 Introduction 
Vector Quantization (VQ) is a well-known technique 
[1-7] for compressing digital images. In the encoding 
phase of VQ, a given image is divided into several 
blocks, and then each block is mapped to its closest 
codeword chosen from a given codebook. The 
indices of the codewords are kept in a file to record 
the mapping sequence. In the decoding phase of VQ, 
the indices are used for finding the corresponding 
codewords to reconstruct the given image. The index 
file can thus be viewed as the compression result of 
the image. In general, the index file looks like noisy 
data. Recently, some studies focused on the index 
files of VQ, but so far none of the reported works 
tried to create “visible” index files. In other words, all 
index files always look like noisy data, and can only 
be distinguished from one other by file names. If the 
index files can be visualized, the management of 
them will be much easier. In fact, nowadays, 
visualization is used in many research fields [8-11]. 

The remaining of the paper is organized as 
follows. Section 2 states the proposed method. 
Section 3 shows the experimental results. Finally, 
Section 4 presents the conclusions. 

 
2. The proposed method 
In order to produce visible index file, an auxiliary 
mapping table is generated first and stored in public 
domain so that everybody can access it. Firstly, the 
codewords of the VQ codebook are sorted according 
to the average gray value of each codeword. Each 
codeword with lowest average gray value has 
smallest index value. Then we may construct the 
auxiliary table, which maps each index to its 
corresponding binary (black-and-white) block. 

Without the loss of generality, assume that there are 
512 indices. Then, since 512 = 29, each index is a 
9-bit number. For visualization, the corresponding 
binary block can also be represented as a 3-by-3 
block formed of 9 binary pixels (see Table 1).  

Let {Codeword 0, Codeword 1, … ,  Codeword 
511} be the codewords of the sorted codebook. 
Because Codeword 0 has smallest average gray value, 
to make visible index file look like the given image, 
binary block with index 0 is also represented as a 
block with smallest average brightness, i.e. all 9 
pixels of the binary block are black. Then for the next 

9C9
1 =  indices (Index 1 – Index 9), each binary 

block has only one white pixel because each 
corresponding codeword (Codeword 1 – Codeword 9) 
still has small average gray value. Then, for the next 

36C9
2 = indices (Index 10 – Index 45), each binary 

block has two white pixels. The procedure proceeds 
until all 29 indices have been mapped to all 29 binary 
blocks. 

For example, the average gray value of Index 
502 codeword of the sorted codebook is 228.32. The 
block of 9 binary pixels of index-502 is as follows, 

and the average gray value of the block is 
(255+255+255+255+255+255+255+255+0) / 9 = 
226.67. The brightness between the codeword and 
the block is very close. Therefore, the block not only 
can be used for mapping the closest codeword but 
also be similar to the actual codeword in brightness. 
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Table 1. The auxiliary mapping table 
 
 
 

Note that the brightness order of the sorted 
codewords is roughly kept, i.e., Codeword i can 
never be brighter than Codeword i+1, and similarly, 
Binary Block i can never be brighter than Binary 
Block i+1. This is the reason why using visible index 
file can roughly show a binary version of the original 
image, because the darker regions of the original 
image are still darker in the visible index file. Also, 
note that, from Table 1, it can be seen that each 9-bit 
index of the traditional index files is replaced by a 
9-pixel block (each pixel is either black or white) in 
our visible index file. Therefore, the size of visible 
index file is identical to that of the traditional index 
file. 

 
 

3. Experimental results 
The quality of decoded image is often quantized by 
Peak-Signal-to-Noise Ratio (PSNR).  

 
The PSNR is defined as follows: 
 

PSNR = 
MSE
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M and N represent the width and the height of the 
image, respectively. ijx  and ijx̂ present the original 
pixel value and the modified pixel value of 
coordinate (i, j), respectively. In general, when the 
value of PSNR is greater than 30 dB, the difference 
between two images is indistinguishable by human 
eyes. 

The experimental result is shown in Figures 1-4. 
A universal codebook is generated by training three 
outside images: Milk, Baboon, and Jet. The number 
of codewords in the universal codebook was set to 
512 and each codeword is with size 4×4. Therefore, 
in this case, the compression rate is the reciprocal of 
9/(4×4×8) ≈ 0.07. The codebook is sorted according 
to the average gray value of each codeword. The 
sorted codebook and Table 1 (the auxiliary mapping 
table) are uploaded in public domain so that everyone 
can access them. Fig. 1(a) and Fig. 1(b) show the 
original images Lena and Tiff with size 512×512. 
The images recovered by traditional VQ index files 
are shown in Fig. 2(a) and Fig. 2(b). The PSNR of the 
recovered images are 30.86 dB and 31.37 dB, 
respectively. The binary images in Fig. 3(a) and Fig. 
3(b) are the visible index files generated by the 

The indices of the 
sorted codebook 

The blocks of 
9 binary 
pixels 

Remarks 

0 
■■■ 
■■■ 
■■■ 

no white pixel 

1 
□■■ 
■■■ 
■■■ 

2 
■□■ 
■■■ 
■■■ 

3 
■■□ 
■■■ 
■■■ 

4 
■■■ 
□■■ 
■■■ 

5 
■■■ 
■□■ 
■■■ 

6 
■■■ 
■■□ 
■■■ 

7 
■■■ 
■■■ 
□■■ 

8 
■■■ 
■■■ 
■□■ 

9 
■■■ 
■■■ 
■■□ 

one white pixel

10 
□□■ 
■■■ 
■■■ 

11 
□■□ 
■■■ 
■■■ 

12 
□■■ 
□■■ 
■■■ 

: : 

45 
■■■ 
■■■ 
■□□ 

two white pixels

46 
□□□ 
■■■ 
■■■ 

: : 

Three or more 
white pixels 

511 
□□□ 
□□□ 
□□□ 

9 white pixels 
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proposed scheme. The size of each visible index file 
is (9/16) × (1/8) ≈ 0.07 times smaller than that of the 
original image. Note that (9/16) × (1/8) is identical to 
the reciprocal of the compression rate; and this 
should be of no surprise because our visible index file 
and traditional index file have the same size. Finally, 
the images recovered by visible index file are shown 
in Fig. 4(a) and Fig. 4(b) which are identical to those 
in Fig. 2(a) and Fig. 2(b).  

 
 

  
(a) 

    
(b) 
Figure 1. The two original images. 
 

 
(a) 
 

  
(b)      
Figure 2. The two images recovered by traditional 
VQ index files (with PSNR 30.86 dB and 31.37 dB, 
respectively). 
 

    
(a) (b) 
Figure 3. The two visible index files. 
 

   
(a) 
 

  
(b)      
Figure 4. The two images (with PSNR 30.86 dB and 
31.37 dB, respectively) recovered using the files 
sketched in Fig. 3 were identical to those in Fig. 2. 
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4. Conclusions 
In this paper, we have proposed a new idea and thus 
generated visible index files for VQ. The codebook is 
sorted and an indices-blocks mapping table is 
generated. Both the sorted codebook and the 
mapping table are uploaded and stored in public 
domain for the access with no limitation. The above 
steps can be viewed as a pre-processing and need be 
done only once. Then, for the day-to-day use in later 
days, each time a user wants to compress a given 
image by VQ, he can use the public codebook and 
mapping table to create a visible index file for that 
image. Since every image is compressed and stored 
as a visible index file that resembles the original 
image, the management of the compression results 
becomes very easy. No storage overhead exists for 
each user because the size of each visible index file is 
identical to that of the traditional index file. The 
recovered (decompressed) gray-leveled image is also 
identical to the one recovered using traditional index 
file.  
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