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Abstract: In this paper, we propose a new mechanism to combat pulsing Denial-of-Service (DoS) at-
tacks. Pulsing DoS attacks can seriously degrade the throughput of legitimate TCP flows in a stealthy
manner. The attacker send periodic short bursts of traffic (i.e. pulses) to cause packet losses of TCP
flows. For improving robustness of TCP against the attacks, we propose to use adaptive bandwidth
estimation mechanism in TCP congestion control process. The performance of the proposed method
is evaluated through simulations, and is compared with the other TCP variants. From the simulation
results, we verified that the proposed method can effectively mitigate the effect of pulsing DoS attacks.
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1 Introduction

Flooding Denial-of-Service (DoS) attacks and Dis-
tributed DoS (DDoS) attacks are serious threats in the
current Internet. A DoS attacker send a huge num-
ber of packets to a victim using manyzombies. As a
result of attacks, resources around the victim such as
network bandwidth and computational power are con-
sumed and legitimate users cannot access to services
provided by the victim. Today, various countermea-
sures to conventional flooding type of DoS attacks
have been proposed. Especially, statistical analysis
in traffic rate is useful to detect the massive packet
flooding traffic [1].

In recent years, however, a new class of DDoS
attack, which is hard to detect by conventional ap-
proaches, have been reported. In the literature, this
kind of DDoS attack is called low-rate TCP-targeted
DoS attack, shrew attack [2] [3], or pulsing DoS at-
tack [4]. The attacker of pulsing DoS attacks send
short bursts of traffic periodically, instead of contin-
uous packet flood like conventional DDoS attacks.
Such bursts fill up the buffer of intermediate routers
and cause packet losses of legitimate TCP flows.
Since a TCP sender interprets packet losses as oc-
currence of congestion, the throughput of legitimate

flows is reduced as a result of congestion control.
Note that the objective of pulsing DoS attacks is not
to prevent provision of service, but to degrade quality
of service. Therefore, pulsing DoS is also known as
Degradation-of-Service attacks [5]. The difficulty in
detecting pulsing DoS attacks is that the attacker has
low average rate compared with traditional DoS at-
tacks. Moreover, the attacker can control the level of
damage caused by the attacks, by adjusting burstiness
and interval between each burst. Hence, it can be dif-
ficult for the victim itself to find the attacks. Thus, if
the attacker targets an e-commerce web site and TCP
connections between the site and its customers, the
site may miss out on the potential profit and new cus-
tomers.

To detect the attacks and mitigate the damage, var-
ious countermeasures have been proposed. Major ap-
proaches at the present moment try to detect and fil-
ter the attacks at an intermediate router. However,
all of router-based approaches have deployment is-
sues. Thus, an another approach, end-point TCP im-
provement, needs for more research. Existing meth-
ods of TCP improvement focus on only parameter
setting, such as initial congestion window and min-
imum value of retransmission timeout. In this paper,
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we propose a novel approach using available band-
width estimation mechanisms for improving robust-
ness of TCP to pulsing DoS attacks. The proposed
method uses two bandwidth estimation mechanisms,
and switches them adaptively depending on the situ-
ation. The performance of several TCP variants and
the proposed method under pulsing DoS attacks, are
evaluated through simulations.

The rest of the paper is organized as follows. Sec-
tion 2 explains the characteristics of pulsing DoS at-
tacks, then describes about the overview of existing
countermeasures. In section 3, we present the pro-
posed method using adaptive bandwidth estimation
mechanisms, in addition to the brief explanation of
existing TCP modification using bandwidth estima-
tion mechanisms. Section 4 gives performance evalu-
ation results. Concluding remarks are in section 5.

2 Related Works

2.1 Overview of Pulsing DoS Attacks

The attack traffic of pulsing DoS is composed by pe-
riodic sequence of short bursts as shown in Fig. 1.
The detailed mechanism of pulsing DoS attacks and
related parameters are discussed in [2]. The effect of
pulsing DoS attacks is to give an illusion of a con-
tinuous congested networks to legitimate TCP flow
senders. Due to periodic packet losses caused by the
pulses, the legitimate TCP flows decrease their send-
ing rate according to congestion control algorithm.
Since the congestion control algorithm of TCP is a
additive-increase, multiplicative-decrease (AIMD)al-
gorithm, it needs a long time until the sending rate
returns to the original level.

Length of the pulse  L

Pulse peak rate
           R

Pulse inerval  T

Fig. 1: Square-wave Pulse

Pulsing DoS attacks can be more effective by ex-
ploiting the deficiencies in the Retransmission Time-
Out (RTO) mechanism of TCP [2]. In most of TCP
implementation, in order to maximize throughput, a

minimum RTO (minRTO) is set to 1 sec as recom-
mended in [6]. Therefore, many TCP flows tend
to time out at the same timing after multiple packet
losses. If the attacker synchronizes pulse sending in-
terval to minRTO, the attacker can easily force the re-
transmitted packets of legitimate flows to be lost. In
this case, the throughput of the flows decrease signif-
icantly.

Moreover, X. Luoet al. points out the new class of
Pulsing DoS attacks, AIMD-based attacks [4]. A ba-
sic pulsing DoS attack is termed as a timeout-based
attack by the authors. The AIMD-based attacker
aims to make target TCP flows frequently enter the
fast recovery state instead of timeout. Although the
pulse sending frequency of AIMD-based attacks is
larger than that of timeout-based attacks, the length
of the pulse is quite short compared with the case of
timeout-based attacks. Hence, average rate of attacks
keeps low and detection of the attacks is a hard task.

2.2 Existing Countermeasures

There are two approaches as countermeasures to puls-
ing DoS attacks: router-based approach and end-point
TCP improvement.

2.2.1 Router-based Approach

Active Queue Management (AQM) scheme is used
for achieve high link utilization with a low queuing
delay. In [3], the authors investigate the mitigation ef-
fect of AQM against pulsing DoS attack, and evaluate
two representatives: Random Early Detection with
Preferential Dropping (RED-PD) [7] and CHOKe [8]
algorithms. As a result of evaluation using NS-2 [9],
the authors concludes that it is difficult to detect a
pulse which has short duration and to defeat pulsing
DoS attacks, even if these AQM algorithms are im-
plemented in a router.

S. Saratet al. investigate the relation between
buffer size and the rate of attack pulse required to
cause congestion [10]. The evaluation results shows
that moderate increase in buffer size coupled with the
use of RED-PD is sufficient to minimize the impact
of the attacks. However, increase of buffer size can
generate more queuing delay for normal flows.

In [11], the authors proposes HAWK algorithm. It
is a kind of flow table driven packet dropping tech-
nique. HAWK algorithm can identify high burst rate
flow with the small flow table. However, if every
packet which consists an attack pulse has different
source address by IP spoofing, it results that each
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packet is classified in separate flows and it is difficult
to find high burst rate flows by HAWK algorithm. [12]
proposes another flow-based approach for detecting
attack flows at edge routers that perform the transport
layer function. However, the proposed scheme is also
ineffective for an attack pulse which is composed by
spoofed packets.

Signal analysis techniques are useful for detecting
attack pulses. In [13], the authors propose to monitor
network traffic in short time scale (e.g. 1ms), and to
analyse the amplitude spectrum distribution in the fre-
quency domain. The proposed method uses Discrete
Fourier Transform to convert time-domain series of
traffic into its frequency domain representation. X.
Luo et al. suggest to detect pulsing DoS attacks
by observing anomalies in fluctuation of incoming
traffic using a discrete wavelet transform technique
[4]. [14] proposes to extract the periodic signatures
of the attacks by using auto-correlation. The pro-
posed method detects pulsing DoS attacks by match-
ing with the extracted signature, then use the deficit
round robin algorithm to provide bandwidth alloca-
tion and protection between flows.

Although many router-based approaches are pro-
posed and show good performance against pulsing
DoS attacks, all of the approaches need to solve de-
ployment issues. Therefore, we belive that end-point
TCP improvement solutions should be focused.

2.2.2 End-point TCP Improvement

Comparing with router-based approaches, there are
only a few approaches for improving end-point TCP.
In [3], two modification in TCP parameters, initial
window size and minRTO, are investigated.

When packet losses occur for a flow which has
small window sizes, the flow cannot retransmit lost
packets by the fast retransmit algorithm [15] and it
results in retransmission timeout. In other words,
such flow is more vulnerable to pulsing DoS attacks.
To avoid such unwanted retransmission timeout, RFC
3390 [16] recommends an increase in the permitted
upper bound for TCP’s initial window from one or
two segment(s) to between two and four segments.
Although this modification may increase robustness
of TCP against pulsing DoS attacks, there are no no-
ticeable improvement as reported in [3].

Concept of the minRTO randomization is proposed
in [2], then [17] shows the attack mitigation effect
through simulation. This approach makes the attack-
ers are difficult to synchronize their pulse sending in-

terval to minRTO. However, minRTO randomization
may cause the reduction of TCP connection perfor-
mance under non-attack conditions [12]．

Comparing with router-based approach, deploy-
ment issues in end-point TCP improvements are not
so many. In this study, we focus on TCP improve-
ments for mitigating the effect of pulsing DoS attacks.

3 TCP with Adaptive Bandwidth Es-
timation Mechanism

Under pulsing DoS attacks, a TCP sender suffers
from false congestion signals caused by malicious
pulses. Needless to say, this issue is very similar to
the issue in the TCP over wireless networks. Never-
theless, to the best of our knowledge, none of research
evaluate the performance of TCP modifications for
wireless networks, under pulsing DoS attacks. Hence,
in the reminder of this paper, we study the perfor-
mance of TCP Westwood [18] [19] based approaches.
This section gives the brief explanation of TCP West-
wood and our proposed approach, SACK-based TCP
with adaptive bandwidth estimation.

3.1 TCP Westwood Bandwidth Estimation
and Rate Estimation

TCP Westwood is a sender-side modification of the
TCP congestion window algorithm. The general idea
of TCP Westwood is to estimate available bandwidth
from received ACKs, and to calculate the appropri-
ate slow start threshold (ssthresh) after a conges-
tion based on estimated available bandwidth. Since
available bandwidth indicates the current network ca-
pacity, available bandwidth will keep large values if
packet losses are caused by only wireless link er-
rors. The congestion window (cwin) is set based on
ssthresh according to a basic TCP algorithm, then a
sender avoids unnecessary reduction of sending rate
after fast recovery phase cause by packet losses due to
wireless link errors. Moreover, the sender is allowed
to quickly increase its cwin after a timeout event.

There are two TCP Westwood versions depending
that have different bandwidth estimation algorithms,
the bandwidth estimation (TCPW-BE) [18] and the
rate estimation (TCPW-RE) [19]. In TCPW-BE, the
sender measures a sample of bandwidthbk based on
the received two successive ACKs and their inter-
arrival time. After timeout event or receiving three
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duplicate ACKs, ssthresh is calculated as follows:

ssthresh[segments] =
RTTmin · b̂k[bps]/8

seg size[bytes]
(1)

whereRTTmin and b̂k denote minimum RTT value
and smoothed value ofbk, respectively.

In TCPW-RE,bk is calculated from all ACKs ar-
rived in measurement periodT . This measurement
corresponds to the rate actually achieved recently by
the connection over timeT [19].

TCPW-BE and TCP-RE have the different features
each other. TCPW-BE provides a reasonably good
estimate of the instantly available bandwidth at a bot-
tleneck link and it is robust to random error. However,
the estimation algorithm tends to be overestimate the
connection fair share and it results in problem on
fairness and friendliness with conventional TCP. Al-
though estimation algorithm of TCPW-RE is good for
friendliness, it cannot estimate accurate bandwidth
unless there are sufficient number of packets on the
connection.

3.2 SACK-based TCP with Adaptive Band-
width Estimation

The proposed method combines Selective ACK
(SACK) modification [20] and TCP Westwood. Intro-
ducing SACK modification enables a TCP sender to
retransmit multiple packets at once, and it is good for
performance improvement. Since friendliness with
conventional TCP is an important factor in TCP im-
provement, the proposed method is based on combi-
nation of TCPW-RE and SACK.

Fig. 2 shows the state transition diagram of the
proposed adaptive bandwidth estimation scheme. As
shown in the figure, the proposed method basically
uses TCPW-RE with SACK, and TCPW-BE with
SACK is used only right after the connection start and
timeout events. After the fast recovery phase, TCPW-
RE with SACK is used until a timeout event occurs.
This switching of estimation algorithms contributes
to avoid the estimation accuracy reduction problem of
TCPW-RE when insufficient packets are on the con-
nection. As a result, the proposed method can esti-
mate more accurate available bandwidth throughout
the connection.

Moreover, the proposed method recalculate
RTTmin after a timeout event, in order to re-
flect up-to-date network condition inRTTmin.
Since RTTmin is used to calculate ssthresh, this
recalculation contributes to set valid ssthresh.

TCPW-BE
with SACK

TCPW-RE
with SACK

Connection Start

Reset RTTmin
Timeout Timeout

Segment Drop
(Fast Recovery)

Fig. 2: State Transition Diagram of the Proposed
Method

4 Performance Evaluation

The performance evaluation relies on computer sim-
ulation, using NS-2 [9]. Figure 3 shows the clas-
sic dumb-bell topology we used in our simulations.
N pairs of TCP senders and receivers are in the net-
work. The bandwidth of the link between routers
is 10Mbps, and this link becomes a bottleneck. All
remained links have 100Mbps bandwidth. RTT of
each connection is set to 30msec. The start time of
each TCP sender is a random variable uniformly dis-
tributed from 0 to 5 seconds, and each sender sends
data packets for 100 seconds. Also, the attacker be-
gins to send pulses at 15 seconds. The length of a
pulseL (see Fig. 1) is 10msec and pulse peak rateR
is equal to bandwidth of the bottleneck link.

N TCP Senders N TCP Receivers

Attacker Sink of Attack Packets

100Mbps 100Mbps

10Mbps

Router Router

Fig. 3: Simulation Topology

We evaluate the robustness of several types of TCP
flows: TCP New Reno, TCP New Reno with RTO
randomization [17], TCP Sack, TCPW-BE, TCPW-
RE, and the proposed method. The robustness of each
method is evaluated usingNormalized Throughput(ρ)
as the comparison metric.ρ is defined as follows:

ρ =
SPDoS

SNormal
(2)

whereSPDoS denotes aggregate throughput achieved
by N TCP connections under the pulsing DoS at-
tack. SNormal denotes aggregate throughput without
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the pulsing DoS attack. In addition, to evaluate the
magnitude of the attack, average attack ratesRavg is
computed by

Ravg =
L · R
L + T

. (3)

Figure 4 shows normalized throughput as the num-
ber of TCP connections changes. The pulse intervalT
is 100msec. In this case,Ravg is about 0.91Mbps and
less than only 10% of the bottleneck bandwidth, but
the normalized throughput of every protocol is clearly
decreased. However, our proposed method achieves
higher throughput than the others, especially in the
case that the number of TCP connections is small. We
also find that RTO randomization, which is an exist-
ing TCP improvement approach, does not work well
in this situation. RTO randomization targets to avoid
a drop of a retransmitted packet by an attack pulse.
Since pulse length is small but a pulse is sent fre-
quently, a timeout event also occurs frequently and
RTO randomization does not work effectively.

The effect of the attacks decreases asT increases,
as shown in Fig. 5, 6, 7. For the protocols other than
our proposed method, the effect is still remained if the
number of connections is one or two. On the other
hand, the proposed method keeps high throughput in
such cases.

From these results, we conclude that our proposed
method has basic robustness to pulsing DoS attacks
and effectively mitigate the effect of the attacks.

5 Conclusions

In this paper, we examined using a bandwidth estima-
tion mechanisms for improving the robustness of TCP
to pulsing DoS attacks. Then, we proposed SACK-
based TCP with adaptive bandwidth estimation mech-
anism. Two estimation algorithms, a bandwidth esti-
mation and a rate estimation, are used in the proposed
method. The proposed method switches those algo-
rithms depending on the situation. The bandwidth
estimation algorithm is used only right after a con-
nection start and timeout events, and the rate esti-
mation algorithm used in a steady state of a connec-
tion. This approach contributes to get accurate esti-
mation of available bandwidth throughout a connec-
tion. From the simulation results, we show that band-
width estimation mechanisms help to improve the ro-
bustness of TCP against pulsing DoS attacks. Simu-
lation results also demonstrated the proposed SACK-
based protocol using adaptive bandwidth estimation
achieve the highest throughput among the evaluated

protocols under pulsing DoS attacks. As a conse-
quence, we conclude that the proposed method has
robustness to pulsing DoS attacks and effectively mit-
igate the effect of the attacks.
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