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Abstract – This paper investigates the performance of redundant array of inexpensive disks (RAID) with a 
level of 5 by using a Markov model. Considering RAID systems cannot be adequately modeled using a 
single queuing model, we use four modes to model the RAID-5 system. The analytical model is verified 
by simulation through a Q+ simulation software package. The results obtained from the Markov model 
are very close to the Q+ simulation results. Additionally, several simulation scenarios are provided to 
demonstrate the relationship of the number of disks and the response times.  
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1. Introduction 
 
Distributed computing is becoming a cost-
effective way of meeting the performance goals 
for many applications. Redundant arrays of 
independent disks (RAIDs) have become the 
architecture of choice in distributed computing 
to provide high performance data storage with 
various levels of reliability and fault tolerance 
[1, 3, 6, 9]. The basic RAID organizations were 
classified to levels 1 through 5 [2]. Chen et al. 
later further added two other levels, namely, 
levels 0 and 6 [7]. The three key metrics in the 
evaluation of RAIDs are performance, 
reliability, and cost. For the performance, the 
main parameters are disk array response time, 
throughput, and queue length. The most popular 
structure of RAID system is level 5 called Block 
Interleaved Distributed Parity [7, 8]. This level 
of RAID eliminates the parity disk bottleneck 
presents in level 4 by distributing the parity 
uniformly over all of the disks.  

     The performance modeling and analysis of 
RAIDs are challenging due to the fact that these 
systems cannot be adequately modeled using a 
single queuing model with a unique mean arrival 
and service rate. A reasonable approximation of 
the performance of such systems can be obtained 
using multiple modes during the period of 
operation. Various algorithms have been 
proposed to solve for the state probabilities of 
such systems. An efficient recursive technique 
has been proposed in [4] to evaluate the 
performance of such multi-mode systems. In this 
paper, we extend prior performance modeling 
work of RAID systems by using a multi-mode 
Markov process. The performance parameter 
chosen to study is the response time.  
     The rest of the paper is organized as follows. 
In Section 2, we use a Markov process to model 
the RAID-5 system and analyze the 
performance.  Section 3 introduces the Q+ 
simulation model used to verify the analytical 
model. Section 4 provides the numerical results 
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and additional simulation scenarios to 
demonstrate the relationship of the number of 
disks and the response times. Section 5 
concludes the paper. 
 
 
2. Markov Process 
 
To incorporate the complexities of disk array 
systems, we use four modes to model the RAID-
5 (RAID level 5) system. As shown in Figure 1, 
the four modes are NORMAL mode, REBUILD 
mode, DEGRADE mode, and FAIL mode. The 
system begins with the NORMAL mode. If one 
disk fails and is detected, RAID-5 enters the 
REBUILD mode. If the failure is not detected, 
then the system goes into the DEGRADE mode. 
In the REBUILD mode, if another disk fails 
before data are rebuilt, RAID-5 goes into the 
FAIL mode. If everything is fine during 
rebuilding, RAID-5 comes back to the NORMAL 
mode. Since the first disk failure is not detected 
in the DEGRADE mode, the DEGRADE mode 
certainly drop into the FAIL mode when another 
disk failure occurs no matter whether the second 
failure is detected or not. When the system fails, 
repair is needed to fix it. Assuming the repair is 
perfect, RAID-5 returns to the NORMAL mode. 
In this paper, we choose 20 users where each 
user sends requests to the RAID-5 system. Users 
may Read from or Write to disk. The service 
times to read and write are different. Similar to 
[2] and [5], the following parameters are used in 
the analysis: 
 
C1  probability of the failed disk being 

detected 
C2  probability of another disk failing during 

the REBUILD mode 
N   number of user 
D   number of disks 
R  number of requests in the system 
λ    request rate of each user = 1.0(Sec-1) 
λf   disk failure rate = 0.00001 (Sec-1) 
λr rebuild rate=(D -1)/500(Sec-1) 
µ    access rate of one disk=20(Sec-1) 
µ1  repair rate=1/[2000+500/(D - 1(Sec-1) 
 
In order to make the analysis trackable, the 
following assumptions are made: 

(1) The probability of two or more random 
events occurring simultaneously is 
negligible. 

(2) It takes one disk-access-time to read from 
disk, and four disk-access-time to write to 
disk. 

(3) In REBUILD mode, the performance is 
reduced by half, since the system need to 
read disks to rebuild the lost data. 

(4) In DEGRADE mode, if a good disk is 
requested, it acts as in NORMAL mode; if a 
failed disk is requested, the system needs to 
read other disks to find the lost data. 

(5) The service time to each request is 
exponential distribution with mean time 
equal to the probability of combination of 
read and write request. 

  
By solving the equilibrium equations of the 
Markov model, we have 
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where, min(a,b) = smaller value of a and b  
 
 
3. The Q+ Simulation Model of the 
RAID-5 System 
 
In Q+ simulation, we drop the assumption of 
exponential distribution of service time for the 
requests. Instead, we consider read requests and 
write requests separately. The snapshot of the 
simulation model is shown in Fig. 2. It consists 
of two parts, namely, main part and control 
part. 
• Main part: The four queue nodes (fail, 

normal, degrade, and rebuild) represent the 
RAID-5 system in the four corresponding 
operating modes. In the queue node unit, 
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there are 20 customers, representing 20 
users. Each user sends a read request with 
probability p to queue node read and a write 
request with probability q to queue node 
write. Queue node request sends requests to 
queue fail, normal, degrade and rebuild 
according to the conditions given in the 
control part. 

• Control part: There is a single customer in 
control part. Its presence in queue failc, 
degradec, normalc, or rebuildc determines 
fail, degrade, normal, or rebuild mode of the 
RAID-5 system, respectively. Yank-nodes 
are used to yank customers (class r and class 
w) from one queue to the other at the 
moment of mode transitions. 

                  FAIL mode                   DEGRADE mode                   NORMAL mode                  REBUILD mode 

Fig. 1: Markov model for the RAID-5 system. State (a, b): The mode in which the system is currently 
in is a, the number of requests in the system is equal to b; N is the maximum number of users. 
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4. Numerical Results 
 
Since it takes too much time to simulate if we 
use actual disk fail rate, repair rate, and rebuild 
rate, we scale down these rates by 1000 times. 
With these scaled parameters, we get the results 
from the Markov model and the Q+ simulations, 
and verify that the results are quite close. We 
choose the average response time as the 
performance measure of interest. The response 
time is the time from the sending of a request by 
user until this request is served. Fig. 3 presents 
the number of disks and the corresponding 
response times. 
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Fig. 3: Response times vs. the number of disks. 
 

Fig. 2: The Q+ simulation model of the RAID-5 system. 
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     The effect of parameter variation on the 
RAID-5 system’s performance is also studied.  
Fig. 4 shows the relationship between the key 
parameters and the system response time. From 
these graph, we can find the optimum number of 
disks for the RAID-5 system. 
 

 
(a) 

 
(b) 

 

 
(c) 

Fig.4: Response time vs. the number of disks. 

5. Conclusion 
 
In this paper, we have investigated the 
performance of RAID-5 systems by using a 
multi-mode Markov model. The model has been 
verified by simulations using the Q+ simulation 
package. The results obtained from the Markov 
model are very close to the simulation results.  
We also provided several simulation scenarios to 
demonstrate the relationship of the number of 
disks and the response times. 
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