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Abstract - With the growth of broadband networks, Video-on-Demand (VoD) has become realistic. Many 
significant broadcasting schemes have been proposed to reduce the viewers’ waiting time. However, clients are 
required to receive video segments altogether from all channels. This disregard not only needs a lot of client 
bandwidth, but also incurs more buffer requirements. To escape from these constraints, this work proposes the 
adjustable interleaving staircase-harmonic broadcasting scheme (AISHB), which offers a tradeoff between any 
two of three resources: server bandwidth, client buffer spaces, and client bandwidth. When client bandwidth is 
not limited, the scheme requires a client to buffer only 25% of a playing video and the waiting time is slightly 
higher than the optimal waiting time. In comparison with the fast broadcasting, recursive frequency-splitting, 
and harmonic broadcasting, AISHB saves the buffer requirements by 50%, 33%, and 33%. If client bandwidth 
is restricted, AISHB achieves the smallest waiting time among all currently known broadcasting schemes. 
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1. Introduction 
Video-on-Demand (VoD) allows clients to watch a 
video of their choice at the time of their choice. A 
VoD system is typically implemented by a 
client-server architecture, and may easily run out of 
bandwidth because the growth in bandwidth can 
never keep up with the growth in the number of 
clients. This results in tremendous demand for 
computing power and communication bandwidth on 
the system. To alleviate the stress on the bandwidth 
and I/O demands, one way is to simply broadcast 
popular videos. According to [4], a few (10 or 20) 
very popular videos constitute 80% of viewers’ 
requests. Because the server’s broadcasting activity 
is independent of the arrivals of requests, this 
approach is appropriate to popular videos that may 
interest many viewers at a particular period of time. 

One method of broadcasting a popular video is 
called segment-based broadcasting schemes [1-3, 
5-20, 22-24], which substantially reduce bandwidth 
requirement for video services. The scheme divides a 
video into segments in advance. A video server then 
simultaneously and periodically broadcasts the 
segments on different data channels. When clients 
wish to watch a video, they wait for the beginning of 
the first segment on the first channel. Thus, their 
maximum waiting time equals the length of the first 
segment. When the clients are watching the video, 
their set-top boxes (STB) or computers download 
sufficient data from the other channels to enable 
them to play the segments of the video in turn. 

Most previous broadcasting schemes [6, 9-14, 
16-19] were proposed to reduce the clients’ waiting 
time. These schemes usually require clients to 
receive video segments altogether from all channels. 
Consequently, clients with limited bandwidth, such 
as XDSL, cannot enjoy video-broadcasting services. 
To solve the problem, this work proposes the 
adjustable interleaving staircase-harmonic 
broadcasting scheme (AISHB), which offers a 
tradeoff between any two of three resources: server 
bandwidth, client buffer spaces, and client bandwidth. 
When client bandwidth is not limited, the scheme 
requires a client to buffer only 25% of a playing 
video and the maximum waiting time is slightly 
higher than that of the harmonic broadcasting (HB) 
scheme [9]. In comparison with the fast broadcasting 
(FB) [10], recursive frequency-splitting (RFS) [16], 
and HB schemes, AISHB saves the buffer 
requirements by 50%, 33%, and 33%. If client 
bandwidth is restricted, AISHB has the smallest 
waiting time than the client-centric approach (CCA) 
[2], greedy disk-conserving broadcasting (GDB) [5], 
striping broadcasting (StB) [15], and interleaving 
staircase broadcasting (ISB) [20] schemes. For 
example, at a server bandwidth of ten times the video 
playout rate, a client bandwidth of triple the playout 
rate, and a client buffer of 25% of the video size, 
AISHB has 87%, 87%, 40% and 20% lower waiting 
time than CCA, GDB, StB, and ISB. To our best 
knowledge, AISHB obtains the smallest waiting time 
at a limited client bandwidth. 
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The rest of this paper is organized as follows. In 
Section 2, the paper presents the AISHB scheme. 
Some comparisons on client waiting time, buffer and 
bandwidth requirements are analyzed in Section 3. 
Brief conclusions are drawn in Section 4. 
 
 
2. Adjustable Interleaving Staircase- 
Harmonic Broadcasting Scheme 
(AISHB) 
As mentioned above, the HB scheme has the best 
performance on clients’ waiting time, and the 
strength of the SB scheme is small client buffer 
requirements. This work proposes the adjustable 
interleaving staircase-harmonic broadcasting scheme 
(AISHB), which integrates HB and SB to obtain the 
strengths of small waiting time and buffer 
requirements. The AISHB scheme guarantees that a 
client only needs to buffer 25% of a playing video, 
and exhibits a tradeoff between any two of three 
resources: server bandwidth, client buffer spaces, and 
client bandwidth. 

On the server side, the AISHB scheme has the 
following steps: 

1. The server equally divides a video into N  
segments. Let L  be the length of the video. 

Thus, the length of each segment is d = L/N. 
We also let such time length be a time slot. 
Suppose that iS  is the i th segment of the 
video. The concatenation of all the segments 
constitutes the whole video, NSSSS •••= L21 . 

2. The basic concept of AISHB is to take 
advantage of HB and SB to broadcast 
segments at the lower server’s and client’s 
bandwidth. For easy explanation, we assume 
that the segments numbered 1 to HBN  are 
distributed by HB, and the remaining 
segments are distributed by SB. The server 
further equally divides segment iS  into 
im  sub-segments, where HBNi ≤≤1  and 
m  called interleaving factor is an integer. 
For segment iS , NiN HB ≤≤+1 , the 
server equally divides it into 

mN HB
HB

N
Ni

HB
⎥⎦
⎥

⎢⎣
⎢

⎥⎥
⎤

⎢⎢
⎡

+
−

+ 1log2
2)1(  sub-segments. 

Suppose that jiS ,  is the j th sub-segment of 

iS , the concatenation of all the 
sub-segments constitutes the whole segment. 
Figure 1 demonstrates the video partition of 
the AISHB scheme, where 9=N , 4=m , 
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Fig.2: An Illustration of segment transmitting diagram for the AISHB scheme 

Fig.1: The fragmentation of a video by AISHB 
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and 4=HBN . 
3. The server then allocates N  channels for 

transmitting the segments. Each channel iC  
is for segment iS . Its sub-segments are 
broadcasted in the interlacing order on this 
channel periodically, as indicated in Fig. 2. 
Here, bK *  represents the server 
bandwidth requirements. bK HB *  and 

bK SB *  stand for the bandwidth required 
for segment transmission by HB and SB. We 
discuss their values in next section. In the 
figure, for channel iC , where HBNi ≤≤1 , 
its bandwidth requirement is ib . For 
channel iC , where NiN HB ≤≤+1 , its 
required bandwidth is 
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At the client end, we assume that there are 

sufficient disk spaces to buffer portion of the playing 
video. For watching a video, the following steps are 
involved: 

1. The client begins to download video data 
once the start of segment 1S  occurs on 
channel 1C . Let 0T  be the time to 
download video segments. From channels 

1C  to 
HBNC , the client downloads all of the 

sub-segments of segments 1S  to 
HBNS  

concurrently. Note that each sub-segment is 
received once. That is for segment iS , 
where HBNi ≤≤1 , the client downloads it 
during time 0T  to idT +0 . From channels 

1+HBNC  to NC , the client begins to receive 
the sub-segments of iS  at 
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stops downloading at idT +0 . Once 
receiving all the sub-segments of segment 

iS , the client assembles them into iS . 
2. The client starts playing the video at time 

mdT +0 . In Fig. 2, the gray blocks 
represent the video segments received by the 
client, and the client begins to play these 
segments at 360 LT + . 

 
 
3. Analysis and Comparison 
 
 
3.1 Correctness 
Yang’s and Tseng’s studies [21][16] indicate that a 
video server must broadcast a segment iS  at least 
once in every i  time slots to keep a continuous 
playout on the client side. The AISHB scheme 
follows the rule and broadcasts segment iS , 

HBNi ≤≤1  in every i  time slots. In addition, the 
server broadcasts segment iS , where 
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rule is true for AISHB. 

However, AISHB must additionally guarantee to 
broadcast all sub-segments on time. For each 
segment other than the first segment, its data arrival 
rate is smaller than its playout rate. If a sub-segment 
is played and downloaded simultaneously, it 
probably happens that the data to be consumed is not 
received yet, as illustrated in Fig. 3. In the figure, 
sub-segments 1,3S , 4,3S , 7,3S , 10,3S , 1,4S , 5,4S , 

9,4S , and 13,4S  are delivered late although the entire 
segments 3S  and 4S  are distributed on time. Thus, 
if a client plays segment iS  at time diT )1(0 −+ , 
the playing may be interrupted. From the figure, we 
can also find that if the playing time of these 
segments is changed to delay 4d , then they will be 
played continuously. Therefore, to guarantee the 

 Fig. 3: An illustration that the sub-segments 1,3S , 4,3S , 7,3S , 10,3S , 1,4S , 5,4S , 9,4S , and 13,4S  can not 
be delivered on time, where 4=m  
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continuous playback, the client must delay to 
consume segment iS  at time mddiT +−+ )1(0 . 
That is, the video should be played in the order of 

NSSSS •••= L21  at mdT +0 . 
 
 
3.2 Server Bandwidth Requirements vs. 
Client Waiting Time 
For the AISHB scheme, if a client downloads the 
first segment immediately once he or her requests a 
video, the client’s waiting time minδ is minimum and 
thus md=minδ . 
If the client just misses the start of the first segment, 
then the client will have the maximum waiting time 

mdd +=maxδ .                          (1) 
From Fig. 2, the total bandwidth allocated is 
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1 . Note that given N  and HBN , or N  

and SBK , the values of other variables can be driven 
by the above equations. 

Given a video of 120 minutes, we can obtain the 
relationship between server bandwidth and client 
waiting time according to equations (1) and (2), as 
shown in Fig. 4, where 1=SBK . (The value of m  
is explained in next subsection.) The figure indicates 

that the AISHB scheme consumes the smallest 
bandwidth, except as compared to the HB scheme. 
For example, if the waiting time equals one second, 
the HB, AISHB, CHB, MSB, RFS, ISB and FB 
schemes consume 9.46b, 9.66b, 9.96b, 9.98b, 10b, 
12.76b and 13b, respectively. 
 
 
3.3 The Effect of the Factor: m 
According to equation (1), we can find that the 
waiting time reduces as the factor m  increases. 
However, the value of m  cannot be infinitely large 
since the value is bounded by the length of a frame, a 
basic unit of a playing video. Assume that the frame 
rate of a video is f  (frames/second). Given a fixed 
bandwidth K  and SBK , the value of HBN  and 
the number N  of segments can be obtained by 
equation (2). From AISHB, the last segment are 
divided into most sub-segments which length cannot 
be less than a frame length; thus, 

12)1( −+
≤

SBK
HBNN

fLm                  (3) 

Assume that the frame rate of a video is 30 frames/s 
and the length of a video is 2 hours. According to 
equations (2) and (3), we obtain the largest value of 
m , which is then used to make Fig. 4. 
 
 
3.4 Client Buffer Requirements 
Assume that the size of each segment is x . Figure 5 
demonstrates how the buffered data (unit in x ) 
change with time. For example, during time 0T  to 

dT +0 , a client must buffer the first segment from 

4

5

6

7

8

9

10

11

12

13

14

1 11 21 31 41 51 61 71 81 91 101 111

Waiting time (second)

Se
rv

er
 b

an
dw

id
th

 (b
)

FB

ISB

RFS

MSB

CHB

AISHB

HB

 
Fig. 4: The required bandwidth versus maximum waiting time 
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channel 1C , while consuming portion of the 

segment (i.e., m
m 1− ) because the client starts 

playing the video at time mdT +0 . Thus, the figure 
depicts m1+  in the corresponding rectangle (at the 
top left corner). From Fig. 2, it is clear that the 
client’s data arrival rate is largest at time 0T  and 
then decreases with time. Since the data consumption 
rate equals b , the maximum buffer requirements 
happen at the time when the data arrival rate also 

becomes b . Suppose that SBK  is an integer larger 
than zero. From AISHB, the maximum buffer 
requirements appear at time dNT HB

KSB )1(2 1
0 ++ − . 

Since the client has played segments numbered 1 to 
)1(2 1 +−

HB
K NSB  and has played m

m 1−  of the 

segment numbered 1)1(2 1 −+−
HB

K NSB , the client 
just buffers the incoming data of the remaining 
segments at this time. Thus, the maximum buffer 
requirements are 
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Fig. 5: Rising rate of buffered data in size of data segment, where 2=SBK  
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If the buffer demand is in the percentage of video 
length, the demand is about 0.25 when N  is large. 
Figure 6 shows that the AISHB scheme requires the 
smallest buffer spaces, except as compared to the 
ISB scheme. 
 
 
3.5 Client Bandwidth Requirements vs. 
Waiting Time 
The AISHB scheme supports a client with limited 
bandwidth by increasing server bandwidth 
consumption. Let a client’s bandwidth be bU * . 
From AISHB, the maximum data arrival rate of the 
client appears at time 0T . Assume that SBK  is 
infinitely large. To ensure continuous playing at the 
client end, the server must broadcast video segments 
according to the following inequality. 

bUN
b
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Fig. 7 shows the server bandwidth versus the waiting 
time at a limited client bandwidth according to 
equation (2) and inequality (5), where the client’s 
bandwidth is b3  (i.e., 3=U ) and the buffer spaces 
are 25% of video size. AISHB outperforms all the 
schemes on the waiting time. For example, when the 
server bandwidth is b10 , AISHB has 87%, 87%, 
40% and 20% lower waiting time than CCA, GDB, 
StB, and ISB. To our best knowledge, AISHB has the 
smallest waiting time at a limited client bandwidth. 

 
 
4. Conclusions 
To serve clients with limited resources, this work 
proposes AISHB, which offers a tradeoff between 
any two of three resources: server bandwidth, client 
buffer spaces, and client bandwidth. When client 
bandwidth is not limited, the scheme requires a client 
to buffer only 25% of a playing video and the 
maximum waiting time is slightly higher than the 
optimal waiting time. In comparison with the FB, 
RFS, and HB schemes, AISHB saves the buffer 
requirements by 50%, 33%, and 33%. If client 
bandwidth is restricted, AISHB achieves the smallest 
waiting time among all currently known broadcasting 
schemes. 
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