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Abstract: - Research on hyponymy acquisition isabasic and crucial problem in knowledge acquisition from text.
In this paper we present a method of hyponymic relation acquisition and verification based on Chinese
lexico-syntactic patterns. Firstly, we make use of removable lexicons and sentence patterns that have been
semi-automatically obtained to analyze Chinese-isa patterns. Then we use an algorithm that combines outside
layer removal and inside layer gathering to acquire hyponymic concept. In the final phase, we combine self
features and context features together for the verification of hyponymy. Experimental results show that the
method is adequate of extracting hyponymy from Chinese free text.
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1 Introduction

Automatic acquisition of concepts and semantic
relations from text has received much attention in the
last ten years. Especially, hyponymy acquisition is
more interesting and fundamental because
hyponymic relations are important in accuracy
verification of ontologies, knowledge bases and
lexicons[1] [2] [3].

The types of input used for hyponymy acquisition
are usually divided into three kinds: the structured
data or text (e.g. database), the semi-structured data
or text (e.g. dictionary), and free text (e.g. Web pages)
[4][5][6][7]. Human knowledge is mainly presented
in the format of free text at present, so processing
free text have become a crucial yet challenging
research problem.

There are two main approaches for automatic/
semi-automatic hyponymy acquisition. One is
pattern-based (also called rule-based), and the other
is statistics-based.

At present the pattern-based approach is dominant.
Among hyponymic patterns, “isa’ patterns are more
important. In this paper we present a method of
hyponymy acquisition and verification based on
Chinese-isa patterns. Experimental results show that
the method is adequate of extracting hyponymy from
Chinese free text.

The rest of the paper is organized as follows.
Section 2 describes related work in the area of
automatic  hyponymy  acquisition, section 3
elaborates on Chinese-isa patterns for this work,
section 4 presents an algorithm to acquire and verify
hyponymy based on Chinese-isa patterns, section 5
conducts a performance evaluation of the proposed
method, and finally section 6 concludes the paper.

2 Related Work

Hyponymy is a semantic relation between word
meanings. Given two concepts X and Y, there is the
hyponymy between X and Y if the sentence “X isa
(kind of) Y” is acceptable. X isahyponym of Y, and
Y is a hypernym of X. Hyponymy is aso called as
subordination, or the “isa’ relation[1]. We denote a
hyponymic relation by HR(X, Y), asin the following
example:

—--HR(C )
(_Chinais a developing country ---HR(China, developing
country) )

Hyponymy can be extracted from text as they
occur in detectable syntactic patterns. The so-called
patterns include specia idiomatic expressions,
lexical features, phrasing features, and semantic
features of sentences.

There have been many attempts to develop
automatic methods to acquire hyponymy from text
corpora. One of the first studies was done by
Hearst[8][9]. Hearst proposed a method for retrieving
concept relations from unannotated text (Grolier's
Encyclopedia) by using predefined lexico-syntactic
patterns, such as
...NP;isaNP;...
...NP; such asNP...

---HR (NP, NP,)
---HR (NP,, NP))

Other researchers also developed other ways to
obtain hyponymy. Most of these techniques are based
on particular linguistic patterns [10][11].

Caraballo used a hierarchical clustering technique
to build a hyponymy hierarchy of nouns [10]. The
internal nodes are labeled by the syntactic
constructions from Hearst [8].

Morin produced partial hyponymy hierarchies
guided by transitivity in the relation, but the method
works on a domain-specific corpus [11].



3 Chinese-isa Patterns

Though “ is?’ patterns are simple ones, the amount of
sentences matching “ i’ patterns is more dominant
than matching other patterns. In Chinese, one may
find severa hundreds of different “isa’ patterns
based on different quantifiers ( ), which is
equivalent to the single “isa’ pattern (i.e. <?C1>isa
<?C2>) in English. Fig.1 depicts a few typical
Chinese-isa patterns.

defpattern Chinese-isa
{

1
2.
< > 110110 rrrrrrrrl

4, (<CI>< | ><
<?C1l>isa<?2C2>)
5.}

Fig.1: Defining Chinese-isa patterns

><2C2> (Pattern:

In Fig.1, line 3 defines a group of quantifiers
denoted as <!quantifiers>, which can bereferenced in
line 4. Line 4 defines agroup of “isa’ patterns, and it
means “Pattern: <?C1> is a<?C2>". “|" expresses
logical “or”, “?2C1" and “?C2" are two variables in
the pattern.

Chinese-isa patterns will be used to capture
concrete sentences from Chinese free corpus. In this
process, variables <?C1> and <?C2> will be
instantiated with words or phrases in a sentence, in
which real concepts may be located. Let ¢ be the real
concept in <?C1>, and c¢in <?2C2>. If HR (c, ¢ is
true, then we tag ¢ by G, and atby ¢, as shown
below.

{ {
}CH} <?C2>
({Itiswell-known that { China} ¢ } coc1s/is&
{ socidlist nation} cy } <ac2s)

}C } et/ K {

The problem now is that after a sentence matches
an “isa’ pattern, how can we identify the rea
concepts from the sentence and how can we verify
that they satisfy the hyponymic relation? It is difficult
to resolve those problems for several reasons [12]:

(1) As we know, Chinese is a language different
from any western language. A Chinese sentence
consists of a string of characters which do not have
any space or delimiter in between.

(2) The structural degree of free text is very weak,
and the expression is vivid and diverse.

(3) For ensuring the recal of hyponymy, we
define Chinese-isa patterns without extra restriction
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rules, therefore the degree of generalization of “ i
patterns is higher.

To handle these features, we have developed the
following strategies.

(1) For concept acquisition, we use an agorithm
that combines outside layer removal and inside layer
gathering to acquire concept ¢ and ¢, because “isa”’
patterns have already specified the context that
concepts appear in.

Outside layer removal: There are many
non-concept components in <?C1> and <?C2>. Most
concepts are compound words without explicit
boundaries, but the composition of the non-concept
components is more fixed. So we present a new
semi-automatic  algorithm  for acquiring and
analyzing non-concept components, and then convert
them into lexicon and sentence patterns. Finally, we
make use of lexicon and sentence patterns on <?C1>
and <?C2> to carry on the outside layer processing
The processing is to remove non-concept
components from the outside layer to inside layer just
like peeling an onion. At the same time, lexicon and
sentence patterns also can provide the semantic
information for hyponymy verification

Inside layer gathering: After the outside layer
removal to <?C1> and <?C2>, we continue to
analyze the structure of the remainder by lexical
analysis (such as word segmentation, and part of
speech tagging), and make use of these information
as the proof to judge whether the concepts are
correct.

(2) For hyponymy verification, we combine the
self features and context features of hyponymy
together.

4 Method and Algorithms

Our method consists of four phases. In Phase |, we
pre-process the raw corpus from the Web. In Phase I,
we present a semi-automatic method for acquiring
and anadyzing non-concept components, and
converting them into removable lexicon and sentence
patterns. In Phase 1ll, we use an agorithm that
combines outside layer removal and inside layer
gathering to extract concepts ¢, and ¢;. In the fina
phase, we combine self features and context features
of hyponymy together for hyponymy verification,
and each relation that satisfies the threshold is stored
in the hyponymy database. The algorithmic
framework is presented in Fig.2
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Fig.2: Framework of hyponymy acquisition

4.1 Phasel: Building Corpus

Raw corpus is gathered from the Web, and is
preprocessed in a few steps, including filtering web
tags, word segmentation, part of speech tagging, and
splitting sentences according to periods. Then we
acquire the processed corpus by matching Chinese-
isa patterns. Finally, processed corpus is divided into

two groups: training corpus and testing corpus.

Let D bealist of remova words initialy empty

Let Pbealist of removal patternsinitially empty
Input: Training corpus Coryn,, thresholds g; and g
Stepl: Separate each of sentencesin Cory,, according
to punctuation marker. Lt S={s;, s, ... , S,} bealist
of separatestring.

Step2: For each pair of strings s,,51 S, compute
common substrings Sq,

If exist Sqyl SapiSacommon prefix or suffix of s;
and s,, add sy, to D.

If exist Sgp | Sy Setisfy conditions (i) the element
amount of Sy, >=2; (ii) the sequence that common
substrings appear is consistent, and can't cross; (iii)
exist acommon substring is aprefix or asuffix of s, or
s, thenadd Sgyto P.

Step3: Automatic filter D and P according to a set of
rules ( such as the length of common substring <q;,, the
frequency of common substring > @)

Step4: Using the Interactive Manual, D is divided into
filter word, elimination word, and ambiguous word,
and attached some necessary tag. Pis divided into filter
pattern and elimination pattern, and attached additional
rules. Otherwise, we carry on the merge and
generalizationsto the similar patternsin form.

Output: remova lexicon and sentence patterns.

Fig.3: Details of acquisition of removable lexicon and
patterns

4.2 Phasell: Acquisition of Removable

L exicon and Sentence Patterns

We use a semiautomatic method to acquire
removable lexicon and sentence patterns. Let sbe a
sentence that matches Chinese-isa patterns, w be a
word, p be a pattern.

Filter word (w_f): if the nonexistent hyponymy
in s attributes to the occurrence of w in s, then w
is called filter word.

Elimination word (w_e): if w belongs to a part
of non-concept components in s, then w is called
elimination word.

Ambiguous word (w_a): if w sometimes
belongs to a part of the concept in s, sometimes
belongs to non-concept components, then w is
called ambiguous word.

Filter pattern (p_f): if the nonexistent
hyponymy in s attributes to the occurrence of p
ins, then p is called filter pattern.

Elimination pattern (p_e): if p belongs to a
part of non-concept components in s, then p is
called elimination pattern.

The details of acquisition of removable lexicon

and patterns are presented in Fig.3.

An example of removable lexicon and sentence

patternsis shownin Fig.4 and Fig.5. In Fig.4, we also
use other three tags, i.e. position, pos/neg, and tense.
The position tagindicates where the lexical term may
possibly appear relatively to the c, or ¢y in asentence.
It takes h (before), t (after), and a (before or after).
The pos/neg tag shows that when a term is removed
from <?C1> or <?2C2>, and how the remainder will
be logically handled. For example, when we remove
the term “by no means’ (where the tag is -1) from
<?C1>, we obtain a negative HR(c_, ¢4). It takes 1

(completely positive),

+ (possibly positive), 0

(neutral), - (partialy negative), and -1 (completely
negative). The tense tag indicates when the HR(c_, cy)
istrue.

In Fig.5, we define a elimination pattern. We

prescribe additional rules for improving the result of
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word type position pos/neg tense
(inlegend) w_f a
(bynomeans) w e t -1 c
(beaboutto) w e t 0 f
(redlly) wa t

Fig.4: Items of removablelexicon

defpattern elimination pattern 016

{
Pattern: <awl>< | | | | | | |
|o><w>< | | ] ||
lo>< LT L [><aws>
additional rules: notcontain(<w2>, | | | |
LR 1)
}

Fig.5 An example of removable sentence patterns

pattern matching. In additional rules, notcontain(ab)
expresses that string b isnot a substring of string a,
and <wl> and <?w2> are pattern variables. An
example sentence matching elimination pattern 016
is shown below:

{ e / /

({Just as the page frame}, . the table / is also a /
container object. )

4.3 Phaselll: Acquisition of Hyponymic
Concept

We use an agorithm that combine outside layer

removal and inside layer gathering to acquire concept

¢ and cy. The details are described in Fig.6.

4.4 PhaselV: Verification of Hyponymy
We analyze the features of hyponymy when we
establish and set up the heuristic rules. If a candidate
hyponymy satisfies a certain threshold with matching
those features, we say that it is a real hyponymic
relation. The feature of hyponymy may be defined as
follows:

Definition 1: The feature of hyponymy isa2-tuple
HRF= { SF, CF}, where

(1) SF (self features): It is constructed by the
assumption that ¢, and ¢y are semantically similar in
HR(c,, ¢4), and is subdivided into two features, i.e.
SF={ WF, SEF}, where

WF (word-formation features): If common
substrings of ¢, and ¢y exist, the position (such as
prefix and suffix) will provide the evidence for the
existence of a hyponymic relation.
SEF (semantic features): Making use of

dictionary of synonymous words [13] to compute the
semantic similarity of candidate HR (c, cy).

Let R be a list of candidate hyponymys initially
empty
Input: Testing corpus Cor,g, remova lexicon D,
sentence patterns P
Stepl: For each sentence $ Cor,g, process <?C1>
and <?C2> respectively according to Step2 — Stepb.
If all sentences have been processed, jump to Step6.
Step2: Make use of D and P to carry the remova
transaction on <?C>. Here let <?C1> and <?C2> be
<>
(1) Discover patterns that match with <2C>
using P. Here matching pattern may have several.
If exist filter pattern, add filter pattern tag
to <?C> and turning Step3
I f exist elimination pattern, add elimination
pattern tag to <?C>
(2) According to the principle of word length
precedence using D. When satisfy as follows a
arbitrary condition, the processing stop: (a) discover
filter word; (b) discover two ambiguous word
continuously; (c) can't discover any remova word
further.
Step3: Process tagged sentence according to the
following principle.
If exist filter word or filter pattern tag in <?C>,
jump to Step2
If <2C> istagged completely, jump to Step2
If satisfy conditions (i) exist ambiguous word tag
inmost inside layer tag of <?C>; (ii) ambiguousword
is separated solely in the result of word segmentation,
then get rid of ambiguousword tag.
Step4: According to the result of part of speech
tagging, we gather noun phases and remove adjective
fractions.
Step5: Acquire candidate ¢ and candidate ¢, that is
no-tagged components of <?C>, and add them to R
Step6: Return R

Fig.6: Algorithm of acquiring conceptsc, and cy

(2) CF (context features): Here we aim to use
priori contextual knowledge to perform hyponymy
verification. CF is also subdivided into two features,
CF={FF, DF}, where

FF (frequency features): If candidate HR (c,
cy) appears frequently in a kind of hyponymic
patterns or in various hyponymic patterns, the
probability of HR(c, cy) is higher.

DF (domain features): If candidate HR (c_, c4)
appears in a certain scientific domain-specific
context, HR (c_, c4) may be a true piece of scientific
knowledge; otherwise it may be a pair of genera
concepts and may not have any value.

5 Evaluation
We conduct a performance evauation of the
proposed method.



5.1 Evaluation Method
We adopt three kinds of measures. R (Recal), P
(Precision), and F (F-measure). They are typically
used in information retrieval.

Let H be the total number of correct hyponymic
relations in the corpus.

Let H; be the total number of relations acquired.

Let H, be the total number of correct relations
acquired.

(1) Recdll istheratio of H,to H, i.e. R = H,/H

(2) Precisionistheratio of HytoH1,i.e. P=HJ/H;

(3) Fmeasure is the harmonic mean of precision
and recall. It is high when both precision and recall
are high. F =2RP/(R+P)

5.2 Experimental Results
We used about 15GB of raw corpus from the Web.
Processed corpus contains about 1,180,000 sentences
acquired by matching Chinese-isa patterns. Then we
divided the processed corpus into two groups:
training corpus (80%) and testing corpus (20%).
After the training corpus was processed by
Phasell, we acquired removable lexicon and
removable patterns (their amount in brackets), shown
asfollows Table 1.

input Training corpus (943,580)

output removable lexicon(5828):
filter word(1995);
elimination word(3586);
ambiguous word(247)

removable pattern(124):
filter pattern(35); elimination pattern(89)

Tablel: The number of removable lexicon and pattern

The testing corpus was processed by Phase |
and Phase 1V. We manually evaluated a 1% random
sample of each classified corpus. The detailed result
isshown in Table 2.

Note that in Table 2, hyponymys had not yet been
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acquired in results with an asterisk sign “*”, so the
criterion was as follows:

(1) H is the total number of sentences implying
correct relations in testing corpus.

(2) Hy isthe total number of sentences acquired.

(3) H, is the total number of sentences implying
correct relations acquired.

While hyponymy had been acquired in results
with a plus sign “+”, so the criterion H, was
changed H, is the total number of correct relations
acquired.

In the following, we analyze each classified
corpus in different phases.

5.2.1 Filtered sentences (Phaselll)
Filtered sentences are no longer processed further
including sentences with filter tags and sentences
tagged completely. From the result of Table 2,
filtered sentences have a very low recall (3.5%) and
precision (5.6%). Filtered sentences are important for
other sentences to improve quality. An exampleis as
follows:
{ }w_f / / .

({Ontheleft side of},, ¢ theelevator / isa/ big utility

room. )

5.2.2 No tagged sentences (Phase I11)
Aswe can see from Table 2, the quality of no tagged
sentences is the best in al classified corpus of
removal phase. Its recall and precision is 36.2 % and
80.1% respectively. Furthermore, most of those
sentences’ hyponymy can be acquired directly. For
example:
/ /
( Hydrofluoric acid /isakind of/ erosion )

5.2.3 Partially tagged sentences (Phase I 11)

Partially tagged sentences are tagged by removable
lexicon and pattern. Partially tagged sentences are
aso a very important part and have a higher

Processing Phase Classified Corpus Number(ratio) Precision | Recall F-measure
Input Testing corpus* 235,895(100%) 50.6 % 100% | 67.2%
R ’ Filtered sentences* 75,068(31.8%) 5.6 % 35% 4.3%
Phasel| oMVEl "Notagged sentences | 53.085(22.9%) | 80.1% | 36.2% | 49.9%
Partialy tagged sentencest | 106,842(45.3%) | 67.6% | 60.5% |63.9%
M idldlle No tagged+Partially tagged* 160,827(68.2%) | 71.8% 96.7% | 82.4%
result
_Gathered sentences | 36,563 (155%) | 53.3% | 163% | 250%
Gather | "N\jo gaihered sentences* 124264 (527%) | 763% | 794% | 77.8%
M idqulIZe Candidate hyponymy 162,235 685 % 931% | 789%
resu
Phase IV Filtered hyponymy 37584 9.2% 29% | 4.4%
Features |- Acquired hyponymy | 124851 | 865% | 90.3% |88.4%

Table 2: The processed result of testing corpus



F-measure of 63.9%. From the result of removal, the
effect of removal is satisfactory mostly. An example
is shown as follows:

{  Jud oe

} p_e .

({For example,} ,,  Ren Bo Nian {inthe end of the
Qing Dynasty} , .{surely},, ¢/isa/ painter { of suit both
refined and popular tastes.} , )

{ Jud R

5.2.4 Gathered sentences (Phase V)
Gathered sentences are the sentences under the
influence of gathering noun phase (n) and removing
adjective fraction (adj) according to the result of part
of speech. To some extent, the gather makes up the
shortage of the removal. For example:

{ bal Wl A

bhd o

({Beautiful and resourceful} o {Hainan} , /is an/
{idand} , {withlong history}, )

Middle result? is a group of candidate ¢ and ¢4
that are acquired by removing no-tagged components
of sentences. Middle result2 is an output of Phase I11
and also an input of Phase IV.

5.2.5 Filtered hyponymy (Phase V)
We filtered some no-hyponymy by the self features
and the context features of hyponymy. Filtered
hyponymys have arecall of 2.9 % and a precision of
9.2%. The result implies the effect of features
verification. For example:

{ Wi W A bo.ol

bn
( {The Oxford street} , of {London} , /isal {very
prosperous}, ¢ { business street} ,,. )

In Phase 111, we acquired candidate HR ( ,
), HR ( , ). In Phase IV, we

may verify HR ( , ) and filter HR (
, ) by the word-formation feature of

hyponymy.

5.2.6 Acquired hyponymy (Phase V)

Acquired hyponymys are the final result of our
agorithms. From Table 2, acquired hyponymys have
a recall of 90.3%, a precision of 86.5%, and a
F-measure of 88.4%.

As we can see from Fig.7, there are still some
inaccurate relations in the result. There are mainly
two reasons to cause those errors. First, the structure
of a sentence is so complicated that removable
lexicon and patterns can’t handle, asin 8), and more
syntactical information will be helpful for resolving
this problem. Second, relations may represent a kind
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of metaphor, asin 7), more sophisticated verification
methods are needed.

D HR( , ) correct
HR (Beijing, city)

2)HR( , ) correct
HR (Beckham, Ball star)

3)HR ( , ) correct
HR (hotel servicing business, business)

A HR ( , ) correct
HR (lottery, credentials of secret win aprize)

5)HR ( , ) correct
HR (operating system, system software)

6) HR (( , ) correct
HR (memory control unit, chip)

7T)YHR( , ) incorrect
HR (law, symbol)

8) HR ( , ) incorrect
HR (information more and more, economic

resource)

Fig.7: Examples of acquired hyponymy

6 Conclusion

In this paper we presented a method that acquires and
verifies hyponymic relations from Chinese free text.
It initially discovers a set of sentences using Chinese
lexico-syntactic patterns. Removable lexicons and
sentence patterns are semi-automatically obtained
from these sentences. We combined outside layer
removal and inside layer gathering for acquiring
hyponymic concepts. In the final phase, hyponymic
relations is verified with self features and context
features. Experimental results demonstrate good
performance of the method for extracting hyponymy
from Chinese free text.
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