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 Abstract:-Person names in a country follow a particular statistical trend and names of a large set of individuals in a 
country are derived from a set of names having smaller cardinality.  The frequency distribution of person names of 
different countries varies from each other. The intuitive ability of humans to guess the country of origin of a person from 
his name is based on these facts. It is possible to design a data mining approach for deciding the country of origin of a 
person from his name-using the first name and second name as the only independent parameters-and such a tool has wide 
range of applications. But this is an unexplored problem, complexity and lack of information about human names across 
different countries may be the reason. In this paper we try to tackle this problem with two data mining algorithms. Firstly, 
we try a k-nearest neighbor classification for first names and second names, followed by a rule based decision making. 
The algorithm is trained and tested on person names from nine countries. This method shows accuracy up to 73% for a set 
of ten countries. Secondly, we try an unsupervised method to improve the knowledge base of the system at runtime. This 
algorithm can effectively handle the scenarios of 1) a small training set. 2) Apriori probabilities of working set are 
unknown at training time. The method shows accuracy up to 64% for nine countries. 
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1. Introduction 
Though person names are generated in a non-

systematic and distributed process, which is influenced by 
individual preferences and emotions, the names in a 
population shows strong statistical trends. Ability of a 
human being to guess the country of origin of names in 
his region of residence with good accuracy is a clear 
outcome of this fact. A tool with this capability has wide 
range of applications in information retrieval, data 
mining, non-obvious relationship identification etc. An 
analytical study to find out the approximate percentage of 
PhDs issued to Chinese researchers in US or an e-
commerce application to separate all Indians from an e-
mail listing to send advertisements of a B2C portal for 
Indian food items are some examples of potential end user 
applications.  

Though the applicability of this method is wide 
spread and obvious, the problem is an unexplored one. 
Reasons could be the complex nature and lack of 
systematic information available about the problem space. 
Unlike other domains such as biology, chemistry etc 
where name based classification has already been tried; 
the person-name space has evolved in a more random 
manner, with no scientific rigor, influenced by 
sociological and human factors. 

Hence we need take into account less systematic 
and more heuristic factors while formulating a method of 
classification. One factor we noticed is, an average human 
adult can easily identify the region of origin, given a 

sample name from the geography she has been living in 
for some time|, than names originating in other parts of 
the world. This is essentially the problem of familiarity 
with the names in the region. In other words, she has 
stored a number of names of that particular region in her 
memory. We hypothesize that a knowledge base 
combined with excellent inexact pattern matching 
capability of the human brain gives this ability to humans. 
This suggests an instance based learning approach 
followed by a pattern matching 

   Recent research in sociology throws light into 
this space. Bentley et al [4] concludes that the distribution 
of first names in a population can be explained process of 
random copy of names by individuals from others in the 
population and a random drift, and this process leads to 
power distribution of names in the population. Zanetta 
and Marubia [5] show that family names in different 
populations’ exhibit power law distribution with different 
values for exponents. Power law distributions of first 
names and family names imply that a small set of samples 
from a population can represent names of large number of 
individuals, and guide us to using a sample based method 
to tackle the problem. The second names are propagated 
through the vertical genealogical lines, from ancestors to 
descendents, and less susceptible to change [5]. Since the 
populations in countries are likely to copy first names 
from other populations also in today’s converging world, 
family names are more reliable in identifying population 
of origin of an individual as they are copied from parents 
to progenies. This means that family names should be 
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given more weightage compared to first names in 
deciding region of origin of a person name. 

Considering the above factors, we devised a k-
nearest neighbor classification algorithm for country wise 
classification of person names.  Only two independent 
parameters, first and second names, are used. This keeps 
the dimensionality low, and helps to keep the training set 
size low. Another important factor noticed is the implicit 
information contained in association between first name 
and family names in a person’s name. Association of first 
name to a particular country suggests that the second 
name also like to be associated to the same country and 
vise versa. This property is utilized for unsupervised 
expansion of knowledge base during run time.  

2. Problem Definition and Analysis 
  In short, the problem is to identify the country of 

origin of a person name, i.e. to classify person names 
according to the country of origin. The problem is stated 
below in detail. 

L = Learning set, which is a set of 2-tuples of 
names and countries of origin of those names, selected 
randomly from a list of names from N countries. 

T = Test set of M names selected randomly from 
a disjoint set of persons from which L is drawn, each of 
them belonging to one of the N countries from which 
training set is chosen. 

Problem 1 (Supervised): Train with the <name, 
country> 2-tuples from L, Identify  names in test set as 
belonging to one of  the above N countries , or belonging 
to none of them. 

Problem 2 (Unsupervised): After an initial 
supervised training with an initial training set L’, expand 
the knowledge base using T. 

Output: 2-tuples <country, confidence > for 
each input name, where confidence increases with 
probability of correctness of classification. 

Applying Bays criterion for maximum accuracy 
[21], any name to should be mapped to the class having 
the maximum probability for it to be a member. For other 
classes, the name will be classified erroneously.  Note that 
the error can only be minimized and can not be eliminated 
irrespective of method of classification.  

Scaling Bays’s criterion to many classes, for 
maximum accuracy, x should be classified as belonging to 
Cj if 

 )()( xfxf iij ∀≥     (1) 
     If the apriori probabilities of classes are not same this 
condition to be modified as 
 x should be classified to Cj if   
 )()()()( xfCPxfCP iiiijjj ∀≥     (2) 
 Where )( ii CP  is apriori probability of Ci. 

     This can be achieved by adjusting the ratio of training 
samples from different classes proportional to the apriori 
probabilities of the corresponding classes in the test set. In 
our problem )( ii CP  is proportional to the ratios in which 
the person names belonging to different countries appear 
for classification in run time environment, which may not 
be predictable at training time.  

3. Related Work 
In sociology, distributions of first and second 

names in a population are found to be following power-
law [3, 4]. The stochastic processes involving a random 
copying of names from members of the population along 
with a random drift is shown to be accurate model for the 
propagation of first names in a population [6]. A 
stochastic process involving vertical copying of family 
names from parents to children with eliminations of 
family names with mortality can explain the power law 
distribution in the frequency of family names [5]. The 
etymology sites list the common names in a particular 
country [3]. The US survey results are available sorted in 
the order of popularity of name [2]. US social security 
administration provides a list of popular baby names for a 
century [8]. Social Security Administration has published 
a brief study of distribution of given names of social 
security holders [7].  Classifying names into language 
classes using a hidden markov model based techniques 
were discussed by B T Oshika et al [20].  

There is no prior works dealing with the problem 
of name in classification of person names to the best of 
my knowledge. T Grass et al describe a classification of 
proper names for compiling a multilingual database of 
names [9]. M Torii et al. explored different information 
sources helpful for classifying names of different 
biological entities [12].  M Collins and Y Singer describes 
two unsupervised algorithm for named entity 
classification-classifying named into classes like person, 
organization, and location etc-based on contextual and 
spelling information [13]. J Kazama et al explores using 
support vector machines for biological named entity 
classifications [16].   

4. System and Method 

4.1 Data Set  
The list of person names was extracted randomly 

from the employee database of a multinational 
organization. The training set and test set were chosen 
from disjoint set of persons. The method was tested for 
G7 (United States, United Kingdom, France, Germany, 
Canada, Japan and Italy) countries and two other 
countries with largest population in the world-India and 
China. The availability of sample set was prime 
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considerations while choosing these countries. Together 
these nations cover more than half the population of the 
world. Equal number of names is chosen from each 
country for both test and training set. A test set size of 
9000 (1000 from each country, total 9 countries) was used 
and classification performance is found out for different 
training set sizes and methods. 

The middle names and initials are removed from 
names and 3-tuples of <first_name, second_name, country 
> are used for training set. Notice that the knowledge base 
consists of randomly chosen names. Carefully formed 
training set comprising of most popular names in their 
respective countries [2] is likely to further increase the 
accuracy of classification. But such a method will not be 
feasible for populations for which this information is not 
available. For the employee databases we used to extract 
our training and test set, pollution is high. For example 
many of the employees in US organizations may be 
Indians, which is not a true representative general of US 
population. No refining of the samples was performed to 
avoid pollution, as lack of information about the origin of 
person made any kind of refining impossible. The same 
number of person-names is used  in training set from all 
nine countries, for both training and test sets to make the 
apriori probabilities of  different classes same.   

  The required properties of a training set 
for optimum classification accuracy based on Bayes 
theorem of optimum accuracy in the context of the 
problem is explained below. 

 Let the test set be represented by the 
matrix 
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Where wij represents the number of occurrences 
of Namei, belonging to Regionj, in the test set. 

And training set be, 
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Where tij represents the number of occurrences of 

Namei, belonging to Regionj, in the training set. 

  Namei is always mapped to one country. For 
optimum accuracy Namep should be mapped to Regionq 
where  

][ pipq wwi ≥∀                (3) 
This criteria is satisfied if, 

][ pipq ttqi >≠∀             (4) 
This condition is satisfied if the apriori 

probabilities of classes in the test set are same as that of 
the training set.  

4.2 Training Methods  
We tried two training approaches, namely 

supervised and unsupervised. For supervised training the 
training set and test set are compiled using 3-tuples of 
<first name, second name, country>. The first names and 
second names are added as separate unrelated instances in 
the knowledge base. 2-tuples of <name, country> are 
added in the database of the corresponding country. Here, 
a name can be either a first name or second name. We do 
not make any distinction between a first-name instance 
and a second-name instance in knowledge base. While 
adding a name for the first time, the count set to one. If 
the same name is hit again in the training set associated 
with same country, the count is incremented by one for 
the association between country and person.  

Unsupervised training works based on the implicit 
information contained in the first name-second name 
association to build the knowledge base. A smaller initial 
knowledge base in created using supervised learning. 
When a first name is identified as associated to a 
particular country in the knowledge base, an association is 
established between the second name and the country in 
the knowledge base. Similarly if a second name found 
associated with a country and does not find the first name 
in the knowledge base, an association between the first 
name and the respective country is added in the 
knowledge base. If the system finds both first and second 
name in the knowledge base associated with the same 
country the count values of both the first and second 
names are incremented by one. Similarly, either first name 
or second name is associated with only one country; the 
count value of the association is increased by one step. 
Using this learning method the system will be able to 
expand its knowledge base and learn to classify better and 
can evolve into a better system with experience, like 
humans. 

Unsupervised training has the advantage that the 
test set will always be a true representative of the training 
set as they are the same set of names. This is particularly 
important if apriori class probabilities of working set of 
the system are unknown at training time. According to 
bays criteria for minimum error discussed above, the 
apriori class probabilities for different countries need to 
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be same in training and test set for better classification 
accuracy. If the classifier is working in a dataset in which 
the frequency distribution of names against the countries 
is different from that of the supervised training set with 
which the classifier is initially trained, the system will be 
able to adapt over a period of time to the frequency 
distribution of the working set by unsupervised learning 
and to improve accuracy. 

4.3 Classification Methods 
Four steps involved in classification are, 

1. Pattern Search in knowledge base for first name 
2. Pattern Search in knowledge base for second 

name 
3. Assigning confidences for each association. 
4. Choosing an association of country and person 

names from results. 
For pattern search we used k-nearest 

neighborhood approach. Levenshtein distance (Edit 
Distance) [17] is used as measure of distance between two 
names.  Only names starting with same letter as the 
starting letter of the given name is compared for nearness, 
since the starting letter is very important in deciding how 
the name sounds as suggested by phonetic coding 
algorithms like soundex [18] and NYSIIS [19]. Note that 
an edit distance of zero means an exact match and there 
can be only one name associated with one country in 
knowledge base satisfying this condition. For distances 
one and above (distance zero is an exact match) there can 
be multiple names in knowledge base equidistant from a 
given name. Confidence for an association is calculated 
as: 

�
=

=
N

j
count

count
confidence

j

i
i

1

          (5) 

Where N is total number of associations found for 
that name and counti is number of times that particular 
name is found associated with the country in training set, 
which we keep track of as mentioned in section above. 

For a <first name, second name> pair, the 
database is searched for both first name and second name. 
If there is only one association in knowledge base-for first 
name or second name-person name is associated with that 
country. If there is more that one association for only one 
name-first name or second name-the country having 
maximum confidence value is chosen as associated 
country. If there is one or more association for both first 
name and second name, we find out the intersection of 
sets of countries associated with first name and second 
name. If there is only one country in the resulting set that 
name is associated with that country. If there is more than 

one country in the intersection, country for which 
maximum value for sum of confidences (sum of 
confidence for first name and second name association) is 
chosen.  If there are zero members in intersection, we 
check if there is an entry in set of associations for first 
name with confidence value of greater than two times of 
maximum confidence in set of associations for second 
name (choice of value two is empirical) If the condition is 
satisfied, association of first name with maximum 
confidence value is chosen. Otherwise association of 
second name with maximum confidence is chosen.  
 

4.4 Implementation Details 
The program was implemented in java™ 

programming language. For searches with edit distance 
zero in training set a hash table based search is used. This 
is important in performance point of view. For large 
knowledge bases exact match is found for most of the 
names. Expected time for hash table search is O(N), 
assuming a hash table size greater than the number of 
entries and hashing function giving uniform distribution 
of entries, where N is the number of countries for which 
the classification is performed [14][15].  

For comparisons having edit distance greater than 
zero, distance of all names starting with the same letter is 
determined. The time complexity of this method is O( 
NM) where M is number of names for each country in 
knowledge base, which is obviously greater than that of 
exact string matching described above.  
 

5 Results and Discussion 
We tried prediction on a test set size of 9000(See 

the section on data set for details of test set). The 
following 3 figures represent results for  

1. Supervised Training  (Fig.2) 
2. Unsupervised Training (Fig.3) 
3. Effect of varying initial supervised learning set size 

on results of unsupervised learning (Fig.4). 
In each figure two graphs are plotted, one graph 

showing results of nearest neighborhood method, and 
second graph showing results in which the pattern 
matching is solely exact string matching method. If there 
is no exact match found for the name in knowledge base, 
the name is classified as unclassified. Note that this will 
give better precision.    

setin test  namesperson  of :no Total
belongsperson country   the tomapped names of :No

Accuracy =

          Note: The X axis represents size of the training set 
from one country; total training set size will be number of 
countries multiplied by this value.  
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Fig.2: Supervised learning results show a monotonic increase in accuracy with training set size. The accuracy for exact 
matching approaches that of 1-nearest neighborhood for large data sets. The graph suggests that if large data sets are 
available the exact pattern matching is an excellent candidate, especially for performance critical systems (See 
performance discussion in implementation section) requiring high precision  

 
Fig.3: Unsupervised training results for nearest neighborhood string matching shows only small increase in accuracy with 
training set for 1-nearest neighborhood. The accuracy is optimal around a training set size of 4000 and slightly decreases 
after that. This is due to increase in misclassified samples. But he exact string matching shows a monotonic increase in 
accuracy with training set size and approaches performance of 1-NN method for large data set.  

 
Fig.4: For this graph a fixed unsupervised training set size of 4000 (for each country) is used and initial supervised 
training set size in varied form 400 to 4000. The accuracy shows a monotonic increase.  
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6 Summary and future work   
In a test set selected from nine countries (These 
countries contains, 3.062 Billion, more than half of the 
world’s population) method archives up to 73% 
accuracy in prediction. This shows applicability of the 
method for a set of counties of this size. The names can 
be used as one of independent parameters in identifying 
a person’s origin, as well as in cases where no other 
more authentic information is available about the 
person’s origin. Incorporating information from 
cytology and genealogical about name distribution in 
countries may improve the result. Combination of 
instance based non-parametric method described in this 
paper and phoneme based methods for language wise 
classification of names may give better results with 
knowledge of language prevalent in each country.  
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