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Abstract: - The problem of the camera system modelling is studied and an algorithm for the calibration of the vision system is 
presented. By means of suitable matrixes a stereoscopic vision system is obtained. This algorithm is suitable to be used to 
apply vision model to robotic applications  
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1 Introduction 
In many robotic application it is very important to record 
the robot trajectories; many devices have been developed 
and used for this purpose. Among them those non invasive 
seems to be preferable, in fact these last can be easily fitted 
just when they are necessary and don’t need any fixed 
structure. From this point of view, the device that seems to 
be preferable are the ones that use vision systems by 
telecameras [1-3] as it meets completely the requirements 
mentioned above.  
In a previous contribution [4] the authors have proposed a 
vision algorithm by means of which it can be rather easy to 
record trajectories of a point belonging to a robot arm in the 
three dimensional space. This technique can be easily used 
for many robotic applications and will be particularly useful 
if it is joined with another algorithm for robot calibration. 
The proposed algorithm uses the fourth row of the Denavit 
and Hartemberg transformation matrix that for kinematics’ 
purposes usually contains three zeros and a scale factor, so 
it is useful to start from the perspective transform matrix. 
In the present contribution the problem of the telecamera 
system modelling is studied and an algorithm for the 
stereoscopic vision system is presented. This algorithm is 
suitable to be used to apply vision model to robotic 
applications.  
 
 
2 Prospectic transform and vision systems 
A vision system essentially associates a point in the 
Cartesian space with a point on the image plane. A very 
common vision system is the television camera that is 
essentially composed by an optic system (one or more 
lenses), an image processing and managing system and an 
image plane; this last is composed by vision sensors. The 
light from a point in the space is conveyed by the lenses on 
the image plane and recorded by the vision sensor.  
Let us confine ourselves to consider a simple vision system 
made up by a thin lens and an image plane composed by 

CCD (Charged Coupled Device) sensors. This kind of 
sensor is a device that is able to record the electric charge 
that is generated by a photoelectric effect when a photon 
impacts on the sensor’s surface.  
It is useful to remember some aspects of the optics in a 
vision system. 
 
 
2.1 The thin lenses  
A lens is made up by two parts of a spherical surfaces 
(dioptric surfaces) joined on a same plane. The axis, normal 
to this plane, is the optical axis. As shown in fig.1, a 
convergent lens conveys the parallel light rays in a focus F 
at distance f (focal distance) from the lens plane. The focal 
distance f, in air, is given by: 
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where n is the refractive index of the lens and R1 ed R2 are 
the bending radius of the dioptric surfaces. 
 

 
Fig. 1 
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Now consider a thin lens, a point P and a plane on which the 
light-rays refracted from the lens are projected as shown in 
fig.2. the equation for the thin lenses gives: 
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Fig. 2 

 
It is possible to determinate the connection between the 
position of point P in the space and it’s correspondent P’ in 
the projection’s plane (see fig.5). 
If two frames (xyx for the Cartesian space and x’y’z’ for the 
image plane), having their axes parallel, are assigned and if 
the thickness of the lens is neglected, from the similitude of 
the triangles in fig.5 it comes: 
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From the equation of the thin lenses: 
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Hence: 
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If we consider that generally the distance of a point from the 
camera’s objective is one meter or more while the focal 
distance is about some millimetres (d>>f), the following 
approximation can be accepted: 

                                     pP x
d
fx ⋅−≅'  

 
So the coordinates of the point in the image plane can be 
obtained by scaling the coordinates in the Cartesian space 
by a factor fd− . The minus sign is due to the upsetting 
of the image. 
 
 
3 The model of the telecamera 
As already observed a telecamera can be modelled as a thin 
lens and an image plane with CCD sensors. The objects 
located in the Cartesian space emit rays of light that are 
refracted from the lens on the image plane. Each CCD 
sensor emit an electric signal that is proportional to the 
intensity of the ray of light on it; the image is made up by a 
number of pixels, each one of them records the information 
coming from the sensor that corresponds to that pixel.  
In order to indicate the position of a point of an image it is 
possible to define a frame u,v (see fig.3) which axes are 
contained in the image plane. To a given point in the space 
(which position is given by its Cartesian coordinates) it is 
possible to associate a point in the image plane (two 
coordinates) by means of the telecamera. So, the expression 
“model of the camera” means the transform that associates a 
point in the Cartesian space to a point in the image space. 
It has to be said that in the Cartesian space a point position 
is given by three coordinates expressed in length unit while 
in the image plane the two coordinates are expressed in 
pixel; this last is the smaller length unit that ca be revealed 
by the camera and isn’t a normalized length unit. The model 
of the camera must take onto account this aspect also. 
In order to obtain the model of the camera the scheme 
reported in fig.3 can be considered. 
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Fig.3 
 
Consider a frame xyz in the Caresian space, the position of 
a generic point P in the space is given by the vector w. Then 
consider a frame ξηζ having the origin in the lens centre 
and the plane ξη coincident with the plane of the lens; 
hence, the plane ξη is parallel to the image plane and ζ axis 
is coincident with the optical axis. Finally consider a frame 
u,v on the image plane so that uo and vo are the coordinates 
of the origin of frame ξηζ, expressed in pixel. 
As it was already told, the lens makes a perspective 
transform in which the constant of proportionality is –f . If 
this transform is applied to vector w, a wl vector is obtained:  
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Were the matrix Tl is obtained dividing by –f the last row of 
the perspective transformation matrix Tp, that is described 
in[2]: 
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Substantially, the above essentially consists in a changing of 
the reference frames and a scaling based on the rules of 
geometric optics previously reported. 
Assumed xl e yl as the first two components of the vector wl, 
the coordinates u and v (expressed in pixel) of P’ (image of 
P) are : 
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Where δu e δv are respectively the horizontal and vertical 
dimensions of the pixel. 
So, by substituting eq,(2) in eq.(4) it comes: 
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Finally if we define the vector [ ]Tvum = , the 
representation in homogeneous coordinates 

[ ] [ ]TTTT fwDvufwDmmm −=−= 21
~ of the 

previous vector can be written : 
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Where M is the matrix : 
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that represents the requested model of the camera. 
 
 
4 The stereoscopic vision 
That above reported  concurs to determine the coordinates 
in image plane (u,v) of a generic point of tridimensional 
space w=(wx wy wz )T

 , but the situation is more complex if 
it is necessary to recognise the position (w) of a point 
starting to its camera image (u, v). In this case the 
expression (5) becomes a system of 2 equation with 3 
unknowns, so it isn’t absolutely solvable. 
This obstacle can be exceeded by means of a vision system 
with at least two cameras. 
In this way, that above reported can be applied to the 
recording of a robot trajectory in the tridimensional space 
by using two cameras. This will emulate the human vision. 
Let us consider two cameras and say M and M’ their 
transform matrixes. We want to recognise the position of a 
point P, that in the Cartesian space is given by a vector w in 
a generic frame xyz. From eq.(6) we have: 
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where: 
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are the position vectors in the image plane of the cameras, 
in homogeneous coordinates, and: 
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are the [3x4] transformation matrixes (7) from spatial frame 
to image planes of two cameras. 
The first equation of the system (8), in Cartesian 
coordinates (non-homogenous), can be written as: 
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or : 
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In the same way for the camera whose transform matrix is 
M’, it can be written: 
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By arranging eq.(33) and eq.(34) we obtain: 
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This last equation represents the stereoscopic problem and 
consist in a system of 4 equation in 3 unknown (wx,wy,wz). 
As the equations are more than the unknowns can be solved 
by a least square algorithm. In this way it is possible to 
invert the problem that is described by eqs.(5) and to 
recognise the position of a generic point starting to its 
camera image.  
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5 Conclusions  
By means of studies on a camera vision model, an algorithm 
for stereoscopic vision system is presented.  
The proposal algorithm has been not jet experimentally 
tested, it is a method in order to use a vision model on 
robotic application.  
Some tests are now in progress to verify the reliability of 
algorithm in relation with different calibration procedures of 
camera system. The results of these tests will be used to 
introduce this algorithm in robot trajectories acquisition and 
represent first step to implement a robot vision control 
technique.  
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