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Abstract: - Clustering is an unsupervised process in data mining and pattern recognition and most of the cluster-
ing algorithms are very sensitive to their input parameters. Therefore it is very important to evaluate the result of
the clustering algorithms. In this pater a novel validity measurement index is introduced which can be used for
evaluating arbitrary shaped clusters. The main advantage of this validity index are the following: it can compare
and measure not only elliptical clusters but arbitrary shaped clusters as well. This validity index can evaluate
the result of any clustering algorithms but the calculation of this index is very simple in case of density based
algorithms as it can be calculated during the clustering process.
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1 Introduction

One of the best known problem in the data mining
is clustering. Clustering is the task of categorizing
objects having several attributes into different classes
such that the objects belonging to the same class are
similar, and those that are broken down into differ-
ent classes are dissimilar. Clustering is the subject of
active research in several fields such as statistics, pat-
tern recognition, machine learning and data mining.
A wide variety of clustering algorithms have been
proposed for different applications [1].

Clustering is mostly unsupervised procedure
thus evaluation process of the clustering algorithms
is very important. In the clustering process there
are no predefined classes therefore it is difficult to
find an appropriate metric for measuring whether the
founded cluster configuration is acceptable or not.
Several clustering validity approaches have been de-
veloped [2] [3].

The main disadvantage of these validity indices
is that they cannot measure the arbitrary shaped clus-
ters as they usually choose a representative point from
each cluster and they calculate distance of the repre-
sentative points and calculate some other parameter
based on these points (e.g.: variance). In fact there
is no representative point in an arbitrary shaped clus-
ter hence these validity indices cannot measure them
properly.

The rest of the paper is organized as follows.
Section 2 gives a general overview of clustering tech-

niques and cluster validation methodes. Then the
most commonly used cluster validity indices are in-
troduced in Section 3. The fundamental density based
clustering algorithms are described in Section 4. Sec-
tion 5 introduces a novel cluster validity index that
can measure arbitrary shaped cluster result. Finally
some conclusion is given in Section 6.

2 Related Work

The clustering problem is to partition a data set into
groups (clusters) so that the data elements within a
cluster are more similar to each other than data ele-
ments in different clusters [4]. There are different
types of clustering algorithms and they can be clas-
sify into the following groups [1]:

• Partitional Clustering: These algorithms de-
compose directly the data set into a set of dis-
joint clusters (called partitions). They attempt
to determine an integer number of partitions
that optimize a certain criterion function. This
optimization is an iterative procedure.

• Hierarchical Clustering: These algorithms
create clusters recursively. They merge smaller
cluster into larger ones or split larger clusters
into smaller ones.

• Density-based Clustering: The key point of
these algorithms is to create clusters based on
density functions. The main advantage of these
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algorithms is they can find arbitrary shaped
clusters.

• Grid-based Clustering: These type of algo-
rithms are mainly proposed for spatial data
mining. They quantize the search space into
finite number of cells.

The result of an clustering algorithms can be
very different from each other on the same data set
as the other input parameters of the algorithms can
extremely modify the behavior and execution of the
algorithm. The aim of the cluster validity techniques
is to find the partitioning that best fits the underly-
ing data. Usually 2D data sets are used for evaluat-
ing clustering algorithms as the reader easily can ver-
ify the result. But in case of high dimensional data
the visualization and visual validation are not trivial
therefore some formal methods are needed.

The procedure of evaluating the results of a
clustering algorithms is called cluster validity. Two
measurement criteria have been proposed for evaluat-
ing and selecting the optimal clustering scheme [5]:

• Compactness: The member of each cluster
should be as close to each other as possible. A
common measure of compactness is the vari-
ance of the cluster.

• Separation: The clusters themselves should be
widely separated. A simple measure for clus-
ter separation is the cluster distance. There are
three common approaches measuring the dis-
tance between two different clusters: distance
between the closest member of the clusters,
distance between the most distant members and
distance between the center of the clusters.

There are three different techniques for evaluating the
result of the clustering algorithms [6]:

• External Criteria

• Internal Criteria

• Relative Criteria

Both internal and external criteria are based on
statistical methods and they have high computation
demand. The external validity methods evaluate the
clustering based on some user specific intuition. The
bases of the internal criteria are some metrics which
are based on data set and the clustering schema. The
main disadvantage of these two methods is their com-
putational complexity.

The basis of the relative criteria is the compar-
ison of the different clustering schema. The cluster-
ing algorithm is executed multiple times with differ-
ent input parameters on same data set. The aim of
the relative criteria is to choose the best clustering
schema from the different results. The relative crite-
ria keep the possibility to compare clustering results
independently of the clustering algorithms. The ba-
sis of the comparison is the validity index. Several
validity indices have been developed and introduced
[7] [8] [9] [10] [11] [12]. Most widely used validity
indices are introduced in the following section.

3 Validity Indices

The validity indices are used for compering ”good-
ness” of a clustering result to others which were cre-
ated by other clustering algorithms, or by the same
algorithms using different parameter values. These
indices are usually suitable for measuring crisp clus-
tering. Crisp clustering means having non- overlap-
ping partitions. Table 1 describes the used notation
in validity indices.

Notation Meaning
nc Number of clusters
d Number of dimension
d(x, y) Distance between two data element
Xj Expected value in the jth dimension
‖X‖

√
XT X , where X is column vector

nij Number of element in the ith cluster
in the jth dimension

nj Number of element in in the jth dimension
in the whole data set

vi Center point of the ith cluster
ci ith cluster
‖ci‖ Number of element in the ci cluster

Table 1. Notation in validity indices

3.1 Dunn and Dunn-like indices

These cluster validity indices were introduced in pa-
per [7]. Equation 1 shows the definition of Dunn
index where d(ci, cj) is the dissimilarity function
between two clusters and defined as d(ci, cj) =

min
x∈Ci,y∈Cj

(d(x, y)). The diameter of a cluster can

be defined in the following way: diam(ci) =
max

x,y∈Ci

(d(x, y)).

D= min
i=1,..,nc

{
min

j=i+1,...,nc

{
d(ci,cj)

max
k=1,...,nc

(diam(ck))

}}
(1)

If a data set contains well-separated clusters, the
distance between clusters is usually large and the di-
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ameter of the clusters is expected to be small [3].
Therefore larger value means better cluster configu-
ration. The main disadvantages of the Dunn index
are the following: the calculation of the index is time
consuming and this index is very sensitive to noise
(as the maximum cluster diameter can be large in a
noisy environment). Several Dunn-like indices have
been proposed [13] [6]. These indices use different
definition for cluster distance and cluster diameter.

3.2 Davies-Bouldin Validity Index

The Davies - Bouldin index [8] is based on simi-
larity measure of clusters (Rij) whose bases are the
dispersion measure of a cluster (si) and the cluster
dissimilarity measure (dij). The similarity measure
of clusters (Rij) can be defined freely but it has to
satisfy the following conditions [8]:

• Rij ≥ 0

• Rij = Rji

• if si = 0 and sj = 0 then Rij = 0

• if sj > sk and dij = dik then Rij > Rik

• if sj = sk and dij < dik then Rij > Rik

Equation 2 shows the usual definition of the cluster
similarity measure (Rij).

Rij =
si + sj

dij

dij = d (vi, vj) (2)

si =
1
‖ci‖

∑
x∈ci

d (x, vi)

The Davies - Boludin index measures the aver-
age of similarity between each cluster and its most
similar one. As the clusters have to be compact and
separated the lower Davies - Bouldin index means
better clustering result. The formal definition of this
index is described by Equation 3.

DB = 1
nc

nc∑
i=1

Ri (3)

Ri = max
j=1...nc,j 6=i

(Rij), i=1...nc

3.3 SD Validity Index

The bases of the SD validity index [12] are the aver-
age scattering of clusters and total separation of clus-
ters. The scattering is calculated by variance of the

clusters and variance of the data set, thus it can mea-
sure the homogeneity and compactness of the clus-
ters, as well. The variance of the data set and variance
of a cluster are defined as follows:

Variance of the dataset : Variance of a cluster :

σp
x = 1

n

n∑
k=1

(
xp

k − xp
)2

σp
vi

= 1
‖ci‖

n∑
k=1

(
xp

k − vp
i

)2

σ (x) =




σ1
x
...

σd
x


 σ (vi) =




σ1
vi
...

σd
vi




The average scattering definition is given by
Equation 4. This can measure the average compact-
ness of the clusters as it compares the variance of
clusters and variance of the data set.

Scatt =
1

nc

nc∑
i=1

‖σ (vi)‖
‖σ (x)‖ (4)

The total separation of clusters is based on the
distance of cluster center points thus it can measures
the separation of clusters. Its definition is given by
Equation 5

Dis =

max
i,j=1...nc

(‖vj − vi‖)

min
i,j=1...nc

(‖vj − vi‖)

nc∑
k=1




nc∑
j=1,
i6=j

‖vj − vi‖




−1

(5)

The SD index can be defined based on Equation
4 and 5 as follows

SD = α · Scatt + Dis (6)

where α is a weighting factor that is equal to Dis para-
meter in case of maximum number of clusters. Lower
SD index means better cluster configuration as in this
case the clusters are compacts and separated.

3.4 S Dbw Validity Index

The S Dbw validity index has been proposed in [11].
Similarly to SD index its definition is based on clus-
ter compactness and separation but it also takes into
consideration the density of the clusters. Formally the
S Dbw index measures the intra-cluster variance and
the inter-cluster variance. The intra cluster variance
measures the average scattering of clusters and it is
described by Equation 4. The inter - cluster density
is defined as follows:

Dens bw =
1

nc (nc − 1)

nc∑
i=1




nc∑
j=1,
i6=j

ds(uij)

max {ds(vi), ds(vj)}




(7)
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where uij is the middle point of the line segment that
is defined by the vi andvj clusters centers. The den-
sity function (ds) around a point is defined as fol-
lows: it counts the number of points in a hyper-sphere
whoose radius is equal to the average standard devi-
ation of clusters. The average standard deviation of
clusters is defined as

stdev =
1
nc

√√√√
nc∑

i=1

‖σ(vi)‖ (8)

The S Dbw index is defined in the following way:

S Dbw = Scatt + Dens bw (9)

The definition of S Dbw indicates that both cri-
teria of ”good” clustering are properly combined and
it enables reliable evaluation of clustering results.
Lower index value indicates better clustering result.

4 Density Based Algorithms

The main advantage of the density based algorithms
is that they can discover arbitrary shaped clusters.
These algorithms investigate the local environment
of the data points and they try to find dense areas in
the data set. Several density based algorithms have
been developed however DBSCAN [14] and DEN-
CLUE [15] are the fundamental ones. These funda-
mental algorithms use different approaches for defin-
ing the density of a data set.

4.1 DBSCAN algorithm

The basis of the DBSCAN algorithm is the definition
of density based connectivity. The algorithm has two
input parameters: ε and MinPts. These input parame-
ters are used for defining the density based connec-
tivity in the following way:

• ε neighborhood of a point: The ε neighborhood
of an point is the set of points whose distance
is smaller than the given ε parameter.

• Core object: Core object is a data point whose
ε neighborhood contains at least MinPts ele-
ment.

• Density reachable: A point y density-reachable
from a core object x if a finite sequence of core
objects between x and y exists such that each
next belongs to an - neighborhood of its prede-
cessor.

• Density connectivity: Two points x, y are
in density connectivity if they are density-
reachable from a common core object

The defined density-connectivity is a symmet-
ric relation and all the points reachable from core ob-
jects can be factorized into maximal connected com-
ponents serving as clusters. The points that are not
connected to any core point are declared to be out-
liers (they are not covered by any cluster).

The DBSCAN algorithm identify the core
points of the data set than it grows the clusters from
the core points. The main advantage of this algorithm
is that it investigates the local environment of the data
points thus it can provide not only elliptical clusters
but arbitrary shaped clusters as well. On the other
hand the disadvantage of this algorithms is that it is
very sensitive to its input parameters.

4.2 DENCLUE algorithm

The basis of the DENCLUE algorithm is the density
function of the data points. Each data point has own
influence (effect to its environment) and the global
density of the data set is the superposition of the in-
fluence functions of the data elements. Formally, the
density function in a data point can be defined in the
following way:

fD (x) =
∑

y∈D

f (x, y) (10)

The influence function(f(x, y)) can be defined
in several way e.g: square wave function, Gaussian
influence function etc. The DENCLUE algorithm
concentrates on local maximums of density functions
called density-attractors and uses a flavor of gradient
hill-climbing technique for finding them. The local
maximums define the clusters and a data element is
put into a cluster if a local maximum directly can be
reached by hill-climbing techniques. The found lo-
cal maximum must be larger than a given input pa-
rameter (ξ) hence this parameter keep the possibility
to define the outlier points. This algorithm is very
sensitive to its input parameters, as well and the in-
fluence functions can have multiple input parameters
and ,of course, the ξ parameter can extremely modify
the result of the algorithm.
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5 Validity Index for Arbitrary Shaped Clus-
ters

As mentioned in the previous section the density
based algorithms are very sensitive to their input pa-
rameters. The main disadvantage of the introduced
validity indices is that they need reference points of
the clusters and calculates parameters based on these
reference points. As the main part of the clustering al-
gorithms provides elliptical clusters this behavior of
the validity indices was not disturbing. But the den-
sity based algorithms can provide arbitrary shaped
clusters thus these validity indices cannot measure
properly the clustering quality of the density based
algorithms.

5.1 Variance of the nearest neighbor dis-
tance

The main problem of the current validity indices is
that they do not investigate the local environment of
the data points they only take into consideration the
global reference points of the clusters. The novel
approach is to investigate the local environment of
a data element, formally, the deviation of the near-
est neighbor distances is investigated in every clus-
ter. This validity index is based on the variance of the
nearest neighbor in a cluster, this can be defined as
follows:

dmin(xi) = min
y∈Ci

(d(xi,y))

dmin(Ci) =

∑
xi∈Ci

dmin(xi)

‖Ci‖ (11)

V (Ci) = 1

‖Ci‖−1

∑
xi∈Ci

(dmin(xi)−dmin(Ci))
2

Based on Equation 11 it is possible to define
novel validity index, called Variance of the Nearest
Neighbor Distance (VNND):

V NND=
nc∑
i=1

V (Ci) (12)

This validity index measures the homogeneity
of the clusters. Lower index value means more ho-
mogenous clustering. This validity index does not
use global representative points thus it can measure
arbitrary shaped clusters, as well. This validity index
can evaluate results of any clustering algorithm but in
some cases the calculation of the index can be time
consuming. But in case of density based algorithms

this validity index can be calculated during the clus-
tering process. As these algorithms investigate the lo-
cal environment of the data element during the clus-
tering hence it is possible to find easily the nearest
neighbor of a point.

Though the calculation of this validity index can
be time consuming if the clusters contains huge num-
ber of elements. In this case this index can be esti-
mated by sampling data points from the clusters.

5.2 Experimental Result

The cluster validity indices were evaluated by syn-
thetically generated data sets. The data sets were gen-
erated by our synthetical data generator. Figure 1 de-
picts the generated data sets. The main properties of
the generated data sets are the following:

• DS 1 - Well separated clusters: the cluster el-
ements were generated around the cluster cen-
ters points using normal distribution

• DS 2 - Ring shaped clusters: two cluster, which
contains each other

• DS 3 - Arbitrary shaped clusters: some arbi-
trary shaped clusters close to each other

We used DBSCAN and k-mean algorithms dur-
ing the evaluation process. The DBSCAN algorithm
was able to find the right clustering schema in all
cases. The k-mean algorithm was unable to pro-
vide the right clustering result during the evaluation
of the second and third data set. Table 2 shows
the offered number of clusters based on the cluster-
ing result. It is very important to notice although
the k-mean algorithm provide wrong clustering re-
sult in case of second and third data set the valid-
ity indices can compare the results and offer a result.
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Figure 1. The used data set in experimental evalua-
tion

DS 1 Dunn SD S Dbw VNND
k-mean 3 3 3 3
DBSCAN 3 3 3 3

DS 2
k-mean 4 3 3 3
DBSCAN 2 2 2 2

DS 3
k-mean 3 2 2 2
DBSCAN 2 3 2 2

Table 2. The offered number of cluster

Table 3 shows more interesting result. If
we compare the clustering results independently of
the algorithms there are several cases when the tra-
ditional validity indices make wrong decision and
choose wrong clustering result. But the novel VNND
index can compare the clustering result better and it
does not make any mistake during the comparison
process.

Dunn SD S Dbw VNND
DS 2 DBSCAN k-mean DBSCAN DBSCAN

2 2 2 2
DS 3 k-mean DBSCAN k-mean DBSCAN

3 2 2 2

Table 3. The globally optimal clustering result

6 Conclusion

In this paper the most commonly used cluster valid-
ity indices have been investigated and a novel one has
been introduced. The general disadvantage of the cur-
rent validity indices is that they are unable to measure
non elliptical clusters properly as they work global
representative points of the clusters. The introduced
novel validity index does not need global representa-
tive points as it investigates the local environment of
the data elements. During the evaluation process only
the VNND validity index was able to measure cor-
rectly the clustering results and it was able to choose
the right configuration. However the calculation of
this validity index can time consuming but in case of
density based algorithm it can be calculated easily.
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