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Abstract: - Object recognition is an essential part of the computer vision system. This paper proposes a genetic 
algorithm to search the features of model shapes of the object from model-base, to identify input shapes of the 
object. The dominant points are extracted from the edge of binary images using Gaussian filtering. There are 
two methods to compute the output features. The first, B-Spline, used the dominants to compute the control 
points. The second, Cardinal Spline computes the data points form the dominant points. The control points, 
and the data points are built a model shapes for searching by genetic algorithms to identify the input images. 
Then, we are compared the two method. Training data composes of original object, its translation, its rotation 
and its scaling. The recognition results of B-Spline implementation are 97% for rotated object, 94% for rotated 
and scaling object. The recognition results with Cardinal Spline feature are 97% for rotated, 95.2% for rotated 
and scaling object.     
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algorithm   
 
1   Introduction 
Object recognition is an important goal for computer 
vision systems to enable the understanding of 
images [1]. The use of curvature or dominant points 
[2-5] on an unknown object boundary has been 
proven to be an effective means for recognition of 
object shapes. Most of the current object recognition 
involves matching the input image with a set of 
predefined models of object. If the images are 
invariant to various fluctuations of input image, this 
leads to the problem of recognition. It is necessary 
to use many of the known rotated objects 
precompiled, creating a model database, and this 
database to large to use.  
      In this research, in order to solve the problem as 
mentioned above, we use Gaussian filtering which 
are extracts the dominant points from the edge of 
binary images. Then we use the B-Spline or 
Cardinal Spline to  compute the control points or 
data points for creating the model shapes. The 

matching process uses the data from training 
database to measure the similarity between the 
unknown images with random data from the training 
database which determine by genetic algorithm. The 
research shows the effectiveness of the B-Spline and 
Cardinal Spline to build the database and the 
selecting points using the GA for matching. The 
detail of recognition procedure will be illustrated in 
the following sections. 
 
2 Centroidal Profile Representation 
The centroidal profile is characterized by an ordered 
sequence that represents the distance from the 
digitized boundary of the object to its centroid as a 
function of distance along the boundary. A simple 
object is shown in figure 1(a) and its corresponding 
centroid profile is illustrated in Fig. 1(b). The 
centroid  (Xc , Yc)  is estimated using the following 
formula: 
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where N is the number of the boundary points in an 
object. Next, the distances d (i), i=1,2…N, from 
centroid to the boundary points {xi, yi, i=1,2…N}, 
are computed starting from an arbitrary position of 
the boundary and tracking the boundary in a 
counterclockwise direction. Using as distance 
measure the Euclidean norm we have: 
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   i= 1,2,…,N. 
 
After, the distance function is calculated by 
convolving the distance function of the boundary 
point d (i) with the Gaussian filtering [3] : 
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        In this paper, we selected the scale-space 
filtering σ=3. The points of local maxima and 
minima are determined from the smooth distance 
function are illustrated in Fig. 1(d) and are assigned 
as the reference points (Fig. 1(e)) to break the 
boundary of the shape as boundary points.  Next, we 
divide a half of points between these reference 
points. If the points that are divided have lengths 
over 10% of the number of boundary points, point 
division begin again as illustrated in Fig. 1(f). Thus, 
the B-splines control points of object are illustrated 
Fig. 1(g), and as features present of object.  
 
3   B-Splines Representation 
     B-splines are piecewise polynomial curves that 
are guided by a set of points called the control points 
(CPs). The CPs are blended with a set of functions 
called the blending functions. Any point on the 
curve segment is given by a parametric from as 
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with u as the parameter, vi, i=0,1,…n  are the n+1 
control points, and Ni,k(u), i=0,1,…,n are the (k-1)th 
degree blending functions. They can be evaluated 
recursively from    
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Fig.1.A simple object and boundary representations: 
(a)a clipper; (b) centroidal representation; (c)smooth 
using Gaussian filter; (d-e) local maxima and 
minima;(f) reference points of object; (g) control 
points.     
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     1 ,  f o r  t i < u < t i + 1 

Ni,1(u) =    

    0, otherwise                (6) 

Ni,k(u) = N1 + N2,  (7) 
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The blending functions are non-zero only for an 
interval given by the degree of the polynomial. 
Cubic polynomials are most often preferred because 
they also preserve continuity of curvature at the 
point on the curve. Since the CPs are regenerative, 
they yield a large compression of the boundary data. 
Scale, translation and rotation of the shape result in 
similar transformation of the CPs. 
   Consider figure 1 which shows a piecewise curve 
joined with curvature continuity, i.e. cubic 
polynomial. For the segment i the blending 
functions that take non-zero values are, respectively, 
Ni-1,4(u), Ni,4(u), Ni+1,4(u), Ni+2,4(u). 
 
                                                          
                     Pi+1                                 i+1 

                     u=1 
Pi                 

         u=0 

 i-1 
 

Fig.2. piecewise continuous curve. 
 

We let the parameter u take on values between 0 and 
1 for each of the spans and let the points, 

     pi(0) = pi for i = 0,1,…n-1 

 and  pn-1(1) = pn .    (9) 

For closed curves, v0 = vn+1, vn and the B-spline 
equations can be reformulated in a matrix [1] form 
as, 
 
             4      1      .      1          v0              p0 

                    1     4       .      1         v1              p1 
 1/6       .                      1         =                   (10)                   
             1     .       1      4          vn              pn 
 

4   Cardinal Splines Representation 
 
   The principle of the Cardinal splines is based on 
calculation with 4 points that are together, 2 points, 
that  define the beginning and the end, and 2 other 
point that define the slope. The curve Pk and Pk+1 is 
defined by 11 =− kk PP  and 1=kk PP  through the 
parameter t which is called the tension parameter. 
This parameter controls the shape of the curve. 
 
                                                    P(u) 
                              Pk                               
 

Pk+1 
Pk-1 

 
Pk+2 

 
Fig.3. point of cardinal spline 

When set pk-1, pk, pk+1 and pk+2 are control point. Any 
point on the curve segment is given by a parametric 
form as  
 
P(u) = Pk-1A(u)+ PkB(u)+ Pk+1C(u)+ Pk+2U(u)  (11) 
 
When 
 
A(u) = -Su3+ 2Su2-Su 
 
B(u) = (2-S)u3+ (S-3)u2+1 
 
C(u) = (S-2)u3+ (3-2S)u2+Su 
 
D(u) = Su3-2Su2 
 
U = (position point of picture between Pk and 
Pk+1)/15 
 
When S = (1.0-t)/2.0 ; 0 < t < 1 This paper t is 0.00 

         
5   Shape Representation 
The boundary points from the centroidal profile of 
the object represented by a set of points pis is chosen 
on the boundary of the object from which the 
computed points. As we discussed in this Section, 
control points are extracted from the boundary 
points. The centroid was used as the central 
reference point, and the distance between each 
control point and the centroid is computed. The ten 
length maxima are selected stored in a privileged 
segment. In the following, we assume privileged 
segments that are both the model, and the input 
(scene) description. These are given the form: ( li, θI, 
pi ), for i=1,2,..,10 where l  is the length between 
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control point and centriod, θ   is the control point 
orientation measured relative to the horizontal axis, 
and p is the position of the control point from the 
control points segment . 
 
 
 
 
 
           Privileged Segment     Control Point Segment 

 
Fig. 4.  Shape description. 

 
Figure 4 shows examples of the shape description of 
the model shapes and input shapes. From figure 4, 
control points are stored in a control point segment. 
The number of control points involved in these 
description ranges between 18 and 40. 
Genetic algorithms (GAs)[6,7,8] are general purpose 
search techniques based on principles inspired from 
the genetic, and evolution mechanisms observed in 
natural systems, and populations of living begins. A 
GA is usually implemented according to the 
following steps: 
 
5.1 Chromosome Representation 
 

In this paper, a binary string built from the matching 
model shape, the privileged of the model shape, and 
the privileged of the input shape represents the 
chromosome. Each part is encoded into a four-bit 
representation, resulting in a chromosome with 12 
bits. A population of 20 chromosomes was employed 
in the algorithm.  
 
Example: The following is an example individual: 
 
[(0001 0001 0011), (1001 0101 0101),  . . .] 
  
This individual to the first feature of the first model 
shape mapped the third feature of the input shapes. 
 
5.2 Fitness Function 
  
The model position was defined by a transformation 
T, the product of a rotation, a scaling, and a 
translation. The transformation T described by a 
parameter vector v = (k.cosθ, k.sinθ, tx, ty), such as 
the image (x*, y*) of an arbitrary point (x, y) of the 
model description was given by the set of equations 
 
x* = tx+x.k.cosθ - y.k.sinθ   (12a) 
y* = ty+x.k.sinθ + y.k.cosθ .  (12b) 
 

Fitness was calculated by testing the compatibility 
of the input shapes features, and the corresponding 
model shape feature. The difference between input 
shapes Ij feature, and model feature Mi was 
measured by mean of a difference function dr, as 
defined below: 
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where                      is the Ijth feature of the input 
shape and (X , Y) was calculated using the following 
formula: 
 

00000 sin..cos.. θθ sysXtxX ii −+=   (14a)                  
00000 cos..sin.. θθ sysXtyY ii ++=   (14b)                

  
and 
 

( ) ( )ij lls /0 =     (15a) 
ij θθθ −=0     (15b) 
( )0000 sincos θθ iij YXsXtx −−=  (15c) 
( )0000 cossin θθ iij YXsYty +−=  (15d) 

 
where (Xi , Yi) is the i th feature of the M th model 
shape. Fitness function was calculated using the 
following formula: 
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6 Experimental 
In the experiments, we tested this proposed method 
to the invariant objects recognition. The object 
shapes were represented by the computed points, 
which were computed by the B-Spline or Cardinal 
Spline. The shape of object was composed the 
length distances between the centroid and computed 
points, the angles of computed point orientation, and 
the coordinate of computed points respectively. The 
learning set consists of 15 reference objects (Fig.12) 
that have 300x300 pixels. The parameters of all 
model shapes were stored in the database. In the 
recognition stage, the genetic algorithm searches 
models in the database to select a model that has the 
best-match sequence with input image. The feature 
of the purposed method consists of 12 bit strings. 
The population size is 20, and the number of 
selected strings for mutation probability for each bit 
was 0.033. The number of iterated generations was 

N      (ll,θ1,p1) (l2,θ2,p2)…( ll0,θ10,p10)           (x1,y1) (x2,y2) … (xN,yN) 

( )
jj II YX ,
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150, with a sufficient number for obtaining the 
solution.  
The proposed methodology was used to invariant 
object recognition, such as the examples in figure    . 
The input image that has different orientation was 
captured by digital camera.  
The system was tested with objects that have 7 
different rotations (totaling 105 images of objects), 4 
different sizes (totaling 60 images of objects), and 
32 different rotations and sizes (totaling 480 images 
of objects),. These objects were obtained under the 
same illumination conditions.  
 
 
 
 
                 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig.5 Example of Reference objects. 
 
 
 
 
 
 
 
 
 
 
 

Fig.6 Example of rotated objects. 

 
 

 
 
 
 
 
 
 
 

Fig.7 Example of scaled objects. 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 8 Example of both scaled and rotated objects.  
 
6.1 The B-Spline recognition results are 
shown in Table 1.  
      
     Tables 1: Recognition accuracy (%). 

Object 
Rotated 

Objects 

Scaled 

Objects 
Rotated and 

scaled objects 

a 100 100 94 

b 100 100 94 

c 100 75 81 

d 71 100 81 

e 100 100 100 

f 100 100 100 

g 100 75 94 

h 100 100 100 

i 100 100 100 

j 100 100 100 

k 86 75 91 

l 100 100 100 

m 100 100 100 

n 100 100 97 

o 100 100 97 

Average 97 95 94 

(d) (e) (f) 

(g) (h) (i) 

( j) (k) 
          (l)

(m) 
(n) 
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6.2 The Cardinal-Spline recognition results 
are shown in Table 2.  
 
  Table 2 Recognition accuracy (%). 

      Object 
  Rotated 

   Objects 

   Scaled 

   Objects 

   Rotated and  

 scaled objects 

a 100 100 93.7 

b 100 100 100 

c 100 100 93.7 

d 71.4 75 81.3 

e 100 100 100 

f 100 100 100 

g 100 75 93.7 

h 100 100 100 

i 100 100 100 

j 100 100 100 

k 100 100 93.7 

l 100 100 100 

m 100 100 100 

n 85.7 100 90.5 

o 100 100 95.9 

Average 97.1 97 95.2 

 
7   Conclusion 
In this particular research, we studied invariant 
object recognition using the control points of B-
spline and data points of Cardinal spline with 
genetic algorithms. Genetic Algorithms have been 
proven to be powerful methods in search, 
optimization and machine learning. Experimental 
results show that the genetic algorithm has been 
successful in shape-matching experiments attempted 
so far. The algorithm is fast, and explores a 
relatively small number of elements of the search 
space. However, a 2-D object can have different 
shapes depending upon the position, orientation, and 
size. The boundary shapes of the object were 
composed of the control and data points. The 
method is adjusted to be independent of translation, 
scaling, and rotation, by using relative distances of 
computed points to the centroid. The advantage of 
the centroidal profile is reference points tend to be a 
stable point of reference for the object.  
   In the case of features being data points, using 
cardinal spline extracting directly from the boundary 
points without using the inverse matrix, the 

experiment shows that this method is better than 
using control points of the B-Spline method. 
   To compare other methods, for example the 
Gaussian Filter [3] which has a rating recognition 
less than the 2 other mentioned, because the number 
of dominant points recognized by the Gaussian 
Filter is less. Many of the points are lost. As for 
Convex Factor [4] and the Corner Detector [5] these 
have a  recognition less than the Gaussian Filter. 
The corner Detector is the fastest of them all, yet has 
the worst recognition. 
   The main advantages of the Cardinal spline and B-
spline recognition system are as follows: Feature 
points stored in a database are between 18-40 
features for Cardinal spline and not over 60 features 
for B-spline; the recognition method was adjusted to 
be independent of transformation such as translation, 
scaling, and rotation; it used privileged segments to 
calculate orientation, scaling, and translation. 
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