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Abstract. The work describes all the necessary steps to solve the traveling salesperson problem. This optimization problem is very easy to formulate -and a lot of works do it-, but it is rather difficult to solve it. The section 2 gives a heuristic greedy method and a numerical example, with the mention that this method doesn't assure the optimal route. By using [4] as a main reference, we formulate an algorithm in a matrix form to solve the problem for optimal route. The mathematical approach is based on Hopfield neural networks and uses the energy function with the descent gradient method. The algorithm in matrix form is easier to use or to write a computational program. The work has seven sections. The section 6 describes the algorithm to solve the traveling salesperson problem and the section 7 contains another numerical example.
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## 1 Introduction

The traveling salesperson problem ( TSP ) is an optimization problem. A salesperson must make a closed circuit through a certain $n$ number of cities, visiting each of them only once , minimizing the total distance traveled and the salesperson returns to the starting point at the end of the trip.

We denote by

$$
K=K_{n \times n}, K=\left(d_{X Y}\right), d_{X X}=0 .
$$

the distances matrix, where $d_{X Y}$ is the distance between the cities $X$ and $Y$.

Related with TSP problem we have three types of solutions : a) the possible solution ( the salesperson passes many times through certain cities ); b) the admissible solution ( the salesperson passes only once through each city, but the distance traveled is not minim ); c) the optimal solution ( the solution is admissible and the distance traveled is minim ). We are interested in finding the optimal solution.

Our task is to find the unknown weights $v_{X j}$, the elements of weights matrix $V$

$$
V=V_{N \times N}, V=\left(v_{X j}\right), X=1, n ; j=1, n
$$

which describes the optimal solution, where the subscript $X$ refers to the city and the subscript $j$ refers to the position of the city $X$ on the tour (route) R. In any admissible solution is satisfied the condition $v_{X J} \in\{0 ; 1\}$, and the weight changes with the route R , i.e. $V=V(R)$.

We denote by $R(n)$ all possible tours in a $n$-city problem. Then $R(n)=\frac{n!}{2 n}=\frac{(n-1)!}{2}$. The function $R(n)$ is a rapidly increasing function [4]. So we obtain

For TSP problem there exists two cases.
Case 1. $n \leq 6$. The optimal solution can be obtained by an exhaustive search through all admissible routs.

Case 2. $n \geq 7$. In this case the TSP problem belongs to the class known as NPC ( non possible complete ) problem. For several values of $n$ we obtain

$$
\begin{aligned}
& R(7)=360, R(8)=2520, R(9)=20160 \\
& R(10)=181440, R(11)=1814400
\end{aligned}
$$

Nevertheless there are several methods which have as a goal to obtain a good admissible solution or even the optimal one.

## 2 Several methods for TSP. The greedy method

The work [1], chapter 4, gives a history of TSP computation and mentions several methods to solve TSP:
a). Branch-and-bound method.
b). Dynamic programming.
c). Gomory cuts.
d). The Lin-Kernighan heuristic.
f). TSP cuts.
g). Branch-and-cut method.

Here we present a heuristic approach named greedy method. For simplicity we denote the towns by $1,2, \ldots$, $\mathrm{n}-1, \mathrm{n}$ and. The distances are $d_{i j}, d_{i i}=0$.

By greedy methods one obtains a good possible solution. We don't know if this solution is an optimal one.

Step 1. Write the symmetric matrix $K$ of distances. The number of towns are arranged on a column (at the left of $K$ ) and a line (above the matrix $K$ ).

Step 2. Choose an arbitrary town $i$ to be the beginning of the route. Let $i=1$ be the first town. Ones marks the town 1 and hence the line 1 by an arrow $\rightarrow$.

Step 3. Compute the minimal value on the marked line. Let us say we have
$\min d_{1 j}=d_{1 k}$. This means the route passes from j
town 1 to the town k . Mark the value $d_{1 k}$ by a circle or by a star *.

Step 4. Mark the value $d_{k 1}$ by a double star **.
Step 5. Compute the minimal value on the line double star, except value $d_{k 1}$, and denote it also by star.

Ones takes care to not construct a closed sub-cycle This means that the column of this minim shouldn't contain any marked element.

Step 6. Mark the symmetric of this number by double star.

Step 7. Continue on the same way.
Finally, in the symmetric matrix $K$ each line and each column has only one element marked by star and only one element marked by double star.

Step 8. Write the route by the above algorithm.
Step 9. Compute the length $L_{i}$ of the route.
The algorithm can continue in the same way by repeating it for each town $i$ as a beginning of the route. In this case the following step is necessary.

Step 10. Compute the minim length

$$
\min \left\{L_{1}, L_{2}, \cdots, L_{n}\right\}=L_{p} .
$$

The route which begins in the town $p \in\{1,2, \cdots, n\}$ is the best route for greedy method.

Application 1. We apply the greedy algorithm for $n=6$ towns and the $K$ matrix from table 1. Also, this table contains the computations for a route beginning from town 1 .

Table 1.

| town | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\rightarrow 1$ | 0 | ${ }^{*} 3$ | 10 | 11 | 7 | $* * 25$ |
| 2 | ${ }^{* * 3}$ | 0 | $* 6$ | 12 | 8 | 26 |
| 3 | 10 | ${ }^{* *} 6$ | 0 | 9 | $* 4$ | 20 |
| 4 | 11 | 12 | 9 | 0 | $* 5$ | ${ }^{* *} 15$ |
| 5 | 7 | 8 | ${ }^{* *} 4$ | $* 5$ | 0 | 18 |
| 6 | ${ }^{* 25}$ | 26 | 20 | $* * 15$ | 18 | 0 |

The route and the length route are
$i=1$ : Route $1=\{1,2,3,5,4,6,1\}, L_{1}=58$.
The others results are

$$
\begin{aligned}
& i=2: \text { Route } 2=\{2,1,5,3,4,6,2\}, L_{2}=64 . \\
& i=3: \text { Route } 3=\{3,5,4,1,2,6,3\}, L_{3}=69 . \\
& i=4: \text { Route } 4=\{4,5,3,2,1,6,4\}, L_{4}=58 . \\
& i=5: \text { Route } 5=\{5,3,2,1,4,6,5\}, L_{5}=57(*) \\
& i=6: \text { Route } 6=\{6,4,5,3,2,1,6\}, L_{6}=58 .
\end{aligned}
$$

Route 1 equivalent Route 4 equivalent Route 6.
The best greedy route is Route 5 .
Table 2.

| town | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | $* * 3$ | 10 | ${ }^{*} 11$ | 7 | 25 |
| 2 | $* 3$ | 0 | ${ }^{* *} 6$ | 12 | 8 | 26 |
| 3 | 10 | ${ }^{*} 6$ | 0 | 9 | ${ }^{* *} 4$ | 20 |
| 4 | ${ }^{* *} 11$ | 12 | 9 | 0 | 5 | ${ }^{*} 15$ |
| $\rightarrow 5$ | 7 | 8 | ${ }^{*} 4$ | 5 | 0 | $* * 18$ |
| 6 | 25 | 26 | 20 | ${ }^{* *} 15$ | ${ }^{*} 18$ | 0 |

There exist a better route than the Route 5
$\{1,2,3,6,4,5,1\}, L=56$ which isn't offered by greedy method.

## 3 The neural networks and TSP.

## The weights matrix and energy function

In this work the solving of TSP problem is based on neural network method, which generates a TSP algorithm. We describe the TSP algorithm in a matrix form, rather then on components form. The neural network method has its origins in continuous Hopfield networks [4], page 144.

In a Hopfield network the input layer Sx is identical with the output layer Sy.

The neural network for TSP has $n^{2}$ neurons (processing elements) in layer Sx. Each neuron has an output function of sigmoid form

$$
f: R \rightarrow(0 ; 1), f(s)=\frac{1}{1+e^{-2 \lambda s}}, \lambda>0
$$

The output function is the same for all $n^{2}$ neurons.
The parameter $\lambda$ is the curve slope. If $\lambda \geq 50$ then the function $f$ is almost the Heaviside function, with the values 0 and 1 .

During the algorithm we shall describe we use the columns and the lines of weights matrix $V$. That is why we use some special notations, as follows

$$
\begin{aligned}
& V=\left(v_{1} v_{2} \cdots v_{j} \cdots v_{n}\right)=\left(V \operatorname{col}_{1} \cdots V \operatorname{col}_{j} \cdots \operatorname{Vcol}_{n}\right) \\
& V=\left(\operatorname{Vlin}_{a} \operatorname{Vin}_{b} \cdots \operatorname{Vlin}_{X} \cdots \operatorname{Vlin}_{r}\right)^{T}, V \operatorname{Vcol}_{j} \in R^{n} \\
& V=\left(\operatorname{Vlin}_{1} \operatorname{Vlin}_{2} \cdots \operatorname{Vin}_{i} \cdots \operatorname{Vin}_{n}\right)^{T}, \operatorname{Vin}_{i} \in R^{n} \\
& V_{c o l}{ }_{j}=\left(v_{a j} v_{b j} \cdots v_{X j} \cdots v_{r j}\right)^{T} \\
& \operatorname{Vin}_{X}=\left(v_{X 1} v_{X 2} \cdots v_{X j} \cdots v_{X n}\right) \text {. }
\end{aligned}
$$

Also we use the sum of elements on line $X$ and on column j and denote

$$
\text { VSline }_{X}=\sum_{j=1}^{n} v_{X j}, V S \operatorname{col}{ }_{j}=\sum_{X=1}^{n} v_{X j}
$$

Using the above notations we construct the extended matrix Vex having the form

The mathematical model of TSP problem needs two supplementary weights having the meaning [1]

$$
\begin{equation*}
v_{X(n+1)}=v_{X 1}, v_{X 0}=v_{X n} \tag{1}
\end{equation*}
$$

Any admissible route R has an associated matrix $V$ and an energy function denoted $E=E(R)$.

Definition. The energy function is defined by four sums, as it follows [4], page $151 ;$ [6]

$$
\begin{gathered}
E(R)=\frac{A}{2} \Sigma_{1}+\frac{B}{2} \Sigma_{2}+\frac{C}{2} \Sigma_{3}+\frac{D}{2} \Sigma_{4} \\
\Sigma_{1}=\sum_{X=1}^{n} \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} v_{X i} v_{X j} \\
\Sigma_{2}=\sum_{j=1}^{n} \sum_{X=1}^{n} \sum_{Y=1, Y \neq X}^{n} v_{X j} v_{Y j} \\
\Sigma_{3}=\left(\sum_{X=1}^{n} \sum_{j=1}^{n} v_{X j}-n\right)^{2} \\
\Sigma_{4}=\sum_{X=1}^{n} \sum_{Y=1}^{n} \sum_{j=1}^{n} d_{X Y} v_{X j}\left(v_{Y, j+1}+v_{Y, j-1}\right) \\
Y \neq X
\end{gathered}
$$

A lot of papers and books limit the discussions at this formula and do not show how to use it in a solving algorithm.

Let us investigate the contribution of the four sums in the function energy.

The contribution of the sum $\Sigma_{1}$ will be zero if and only if a single town appears in each row of the $V$ matrix i.e. each town appears only once in the route. So a single $v_{X j}=1$ and all other $v_{X j}=0$.

The contribution of the sum $\Sigma_{2}$ is zero if and only if each column of the $V$ matrix contains a single value of 1 . This means that each position on a route has an unique town associated with it.

The third sum $\Sigma_{3}$ contains a simple summation of all
$n^{2}$ elements. There should be only $n$ of these terms that have a value of 1 ; all other elements should be zero. Then

$$
\sum_{X=1}^{n} \sum_{j=1}^{n} v_{X j}=n .
$$

If more or less than $n$ terms are equal to 1 , then the contribution of this sum will be greater than zero.

We remark that the first three sums do not depend of the distances between towns.

The sum $\Sigma_{4}$ contains the distances $d_{X Y}$. This sum computes a numerical value proportional to the distance traveled on the route. Thus, a minimum distance route results in a minimum contribution of this term to the energy function (2).

Work [4] mentions that the weights matrix is defined in terms of inhibitions between the $n^{2}$ processing elements of the attached neural network. The desire to minimize the sum $\Sigma_{4}$ can be exposed into connections between units that inhibit the selection of adjacent towns in proportion to the distance between those towns.

Proposition 1. The four sums from the energy function are represented in the following vector form

$$
\begin{aligned}
& \Sigma_{1}=2 \sum_{1 \leq k<j \leq n}<v_{k} ; v_{j}> \\
& 1 \leq k<j \leq n \\
& \Sigma_{2}=2 \sum_{1 \leq i<k \leq n}<\text { Vin }_{i} ; \text { Vlin }_{k}> \\
& \Sigma_{3}=\left(\sum_{X=1}^{n} \text { VSin }_{X}-n\right)^{2} \\
& \Sigma_{4}=2 d_{a b}\left[v_{a 1}\left(\text { VSlin }_{b}-v_{b 1}\right)+v_{a 2}\left(\text { VSini }_{b}-v_{b 2}\right)+\cdots\right. \\
& \left.+v_{a n}\left(\text { VSlin }_{b}-v_{b n}\right)\right]+ \\
& +2 d_{a c}\left[v_{a 1}\left(\operatorname{VSIIn}_{c}-v_{c 1}\right)+v_{a 2}\left(\operatorname{VSIIn}_{c}-v_{c 2}\right)+\cdots\right. \\
& \left.+v_{a n}\left(V \operatorname{Sin}_{c}-v_{c n}\right)\right]+\cdots \text {, }
\end{aligned}
$$

where the last sum is extended for all distances in the upper superior triangular positions , i.e.

$$
d_{X Y}=d_{i k}, 1 \leq i<k \leq n
$$

The notation $\langle u ; v\rangle$ means the scalar product

$$
<u ; v>=u^{T} v, u \in R^{n}, v \in R^{n}
$$

Proof . One uses the definitions of sums $\Sigma_{1}, \Sigma_{2}, \Sigma_{3}, \Sigma_{4}$ with a convenient association of the weights $v_{X j}$ (End).

## 4 The relation between continuous Hopfield model and TSP problem

The Hopfield network with $n^{2}$ processing elements, attached to TSP problem proceeds from the continuous Hopfield model [4], page 144. The continuous model is described by two differential equations ( with independent notations [1])

$$
\begin{gather*}
p \frac{d u_{i}}{d t}=\sum_{j=1}^{n} w_{i j} v_{j}-\frac{u_{i}}{R_{i}}+I_{i}  \tag{3}\\
\frac{d E}{d t}=-\sum_{i=1}^{n} p \frac{d f^{-1}\left(v_{i}\right)}{d v_{i}}\left(\frac{d v_{i}}{d t}\right)^{2} \tag{4}
\end{gather*}
$$

where $v_{i}=f\left(u_{i}\right), u_{i}=f^{-1}\left(v_{i}\right), i=1, n$.

Two things are very important in the future: the time delay $-u_{i} / R_{i}$ from equation (3) and $E=E(v)$ from (4).

The variables $u_{i}$ from continuous model [4] become $u_{X j}, X=1, n ; j=1, n$ in TSP problem.
We denote $U=U_{n \times n}, U=\left(u_{X j}\right)$, where $u_{X j}$ are input variables. Then we compute the weights

$$
\begin{align*}
& v_{X j}=f\left(u_{X j}\right), v_{X j}=\left(1 /\left(1+e^{-2 \lambda u_{X j}}\right)\right) \\
& V=V_{n \times n}, V=\left(v_{X j}\right) \tag{5}
\end{align*}
$$

According to the general techniques of neural networks, the variables $u_{X j}$ are updated when the algorithm passes from time $t$ ( the route $t$ ) to time $t+1$ ( the route $t+1$ ). The updating is done by a recurrent relation which has two equivalent forms: a component form or a matrix form, respectively

$$
\begin{gather*}
u_{X j}(t+1)=u_{X j}(t)+\Delta u_{X j}(t)  \tag{6}\\
U(t+1)=U(t)+\Delta U(t), \Delta U(t)=\left(\Delta u_{X j}(t)\right)
\end{gather*}
$$

Now the main question is to find the appropriate form of corrections $\Delta u_{X j}(t)$. Again we use the general neural networks theory: the corrections are defined by descent gradient of energy function. So we have the following dependences:

$$
E=E(R), E=E(v), v=f(u), E=E(u) .
$$

The derivative are positive, namely $\frac{d E}{d v}>0, \frac{d E}{d u}>0$.
Due to time delay from (3) and the descent gradient, we define the corrections by the relation

$$
\begin{equation*}
\Delta u_{X j}(t)=-\frac{1}{\tau} u_{X j}(t)-\frac{d E}{d v_{X j}}<0 \tag{8}
\end{equation*}
$$

The $\tau>0$ is a parameter controlled by the user.

## 5 The explicit correction form and new matrix notations

The formula (8) and $E=E(v)$ give the following corrections

$$
\Delta u_{X j}(t)=\left[-\frac{1}{\tau} u_{X j}(t)-A \sum_{k=1 ; k \neq j}^{n} v_{X j}(t)-\right.
$$

$$
\begin{align*}
& -B \sum_{Y=1 ; Y \neq X}^{n} v_{Y j}(t)-C\left(\sum_{Y=1}^{n} \sum_{k=1}^{n} v_{Y k}(t)-n^{\prime}\right)- \\
& \left.-D \sum_{Y=1}^{n} d_{X Y}\left(v_{Y, j+1}+v_{Y, j-1}\right)\right] \Delta t \tag{9}
\end{align*}
$$

where appear some parameters for user's disposal
$\tau \in(0 ; 1), \Delta t \in(0 ; 1), n^{\prime} \geq 0, n<n^{\prime} \leq 1.5 n$
In order to compute the laborious formula (9) we use new notations, as it follows

$$
\begin{align*}
& S\left(\operatorname{Vlin}_{X} ; k \neq j\right)=\operatorname{VSlin}_{X}-v_{X}(t) \\
& S\left(\operatorname{Vcol}_{j} ; Y \neq X\right)=\operatorname{VScol}_{j}-v_{X j}(t) \\
& S\left(V ; n^{\prime}\right)=\sum_{Y=1}^{n} \sum_{k=1}^{n} v_{Y k}(t)-n^{\prime} \\
& S\left(\operatorname{Klin}_{X} ; j\right)=\sum_{Y=1}^{n} d_{X Y}\left(v_{Y, j+1}+v_{Y, j-1}\right) \tag{10}
\end{align*}
$$

( the meanings of the letters are: S is the sum in the matrix V or K etc.) .

Proposition 2. The corrections (9) take the form

$$
\begin{align*}
\Delta u_{X j}(t)= & \left\{-\frac{1}{\tau} u_{X j}(t)-A\left[\operatorname{VSlin}_{X}-v_{X}(t)\right]-\right. \\
& -B\left[\operatorname{VScol}_{j}-v_{X}(t)\right]-C\left[S\left(V ; n^{\prime}\right)\right]- \\
& \left.-D\left[S\left(\operatorname{Klin}_{X} ; j\right)\right]\right\} \Delta t \tag{11}
\end{align*}
$$

Proof. One uses the notations (10). (End).
The formula (10) determine us to introduce the following matrix

$$
\begin{equation*}
\widetilde{V}=\widetilde{V}_{n \times n}, \widetilde{V}=\left(v_{Y, j+1}+v_{Y, j-1}\right) \tag{12}
\end{equation*}
$$

Proposition 3 . All the sums from (10) create a new matrix ( as a product )

$$
\begin{equation*}
K \widetilde{V}=\left(S\left(\operatorname{Klin}_{X} ; j\right)\right) \tag{13}
\end{equation*}
$$

Proof. One uses (1) and the direct computation. (End).
We can write the elements $\Delta u_{X_{j}}(t)$ from (11) or equivalent the matrix $\Delta U(t)$ from (7) if we introduce the matrices (denoted by a succession of two or three letters )
$V S=V S_{n \times n}, V S L=V S L_{n \times n}, V S C=V S C_{n \times n}$.
Explicitly, for $\mathrm{n}=4$, the above matrices have the forms

$$
V S=\left(\begin{array}{l}
S\left(V ; n^{\prime}\right) S\left(V ; n^{\prime}\right) S\left(V ; n^{\prime}\right) S\left(V ; n^{\prime}\right) \\
S\left(V ; n^{\prime}\right) S\left(V ; n^{\prime}\right) S\left(V ; n^{\prime}\right) S\left(v ; n^{\prime}\right) \\
S\left(V ; n^{\prime}\right) S\left(V ; n^{\prime}\right) S\left(V ; n^{\prime}\right) S\left(V ; n^{\prime}\right) \\
S\left(V ; n^{\prime}\right) S\left(V ; n^{\prime}\right) S\left(V ; n^{\prime}\right) S\left(V ; n^{\prime}\right)
\end{array}\right)
$$

$$
\begin{aligned}
& V S L=\left(\begin{array}{cccc}
\text { VSlin }_{a} & \text { VSlin }_{a} & \text { VSlin }_{a} & \text { VSSin }_{a} \\
\text { VSlin }_{b} & \text { VSlin }_{b} & \text { VSlin }_{b} & \text { VSlin }_{b} \\
\text { VSlin }_{c} & \text { VSlin }_{c} & \text { VSlin }_{c} & \text { Vslin }_{c} \\
\text { VSlin }_{d} & \text { VSlin }_{d} & \text { Vslin }_{d} & \text { VSlin }_{d}
\end{array}\right)
\end{aligned}
$$

Proposition 4 . The corrections (11) from the proposition 2 have the matrix form

$$
\begin{align*}
U(t)= & U(t)_{n \times n}, \Delta U(t)=\Delta U(t)_{n \times n} \\
\Delta U(t)= & \left\{-\frac{1}{\tau} U(t)-A[V S L-V(t)]-B[V S C-V(t)]-\right. \\
& -C(V S)-D(K \widetilde{V})\} \Delta t \tag{14}
\end{align*}
$$

Proof. We use (11) and the special matrices VS, VSL and VSC. (End).

The updating recurrent relations (6) or the equivalent matrix form (7) work if we know the initial values $u_{X j}^{0}=u_{X j}(1)$ or the initial matrix $U^{0}=U(1)$ for first route.

## 6 The TSP algorithm in matrix form

Having all the above notations, formulas and ideas we can describe the TSP algorithm. We choose to describe this algorithm in matrix form.

Step 1. We introduce the input data:
a). $n$ - number of towns; $K=\left(d_{X Y}\right) ; N$ - number of algorithm iterations.
b). general parameters $n^{\prime}, \lambda, \tau, \Delta t$;
c). inhibitions parameters $A, B, C, D$.
d). output function $f(s)=\frac{1}{1+e^{-2 \lambda_{s}}}$.
e). initial values $U^{0}=\left(u_{X j}^{0}\right), X=1, n ; j=1, n$.
f). we declare the dimensions for all matrices :
$K, U, V, \widetilde{V}, V e x$ and so on.
Step 2. We execute the computations in a DO loop as it follows

L0 CONTINUE
DO L3 $\mathrm{t}=1$, N

* compute the sigmoid outputs and create
the matrix $V=\left(v_{X j}(t)\right)$
DO L2 $\mathrm{X}=1, \mathrm{n}$
DO L1 $\mathrm{j}=1, \mathrm{n}$
$v_{X j}(t)=f\left\lfloor u_{X j}(t)\right\rfloor$
L1 CONTINUE
L2 CONTINUE
* compute the sums $\Sigma_{1}, \Sigma_{2}, \Sigma_{3}$ from
proposition 1
$\Sigma_{1}=2 \sum_{1 \leq k<j \leq n}<v_{k}(t) ; v_{j}(t)>$
$\Sigma_{2}=2 \sum_{1 \leq i<k \leq n}<\operatorname{Vin}_{i}(t) ; \operatorname{Vin}_{k}(t)>$
$\Sigma_{3}=\left(\sum_{Y=1}^{n} \sum_{k=1}^{n} v_{Y k}(t)-n\right)^{2}$
* compute the extended matrix $\operatorname{Vex}(t)$
* using $K, V(t), V e x(t)$ we compute the sum
$\Sigma_{4}$ from proposition 1.
* compute the energy function

$$
E(t)=\frac{A}{2} \Sigma_{1}+\frac{B}{2} \Sigma_{2}+\frac{C}{2} \Sigma_{3}+\frac{D}{2} \Sigma_{4}
$$

* optional: print the values $t, V(t), E(t)$.
* compute the following matrices at time t
$V S L=\left(\operatorname{VSlin}_{X}(t)\right), \quad X=1, n$
$V S C=\left(V \operatorname{Scol} l_{j}(t)\right), \quad j=1, n$
$\widetilde{V}=\left(v_{X, j+1}(t)+v_{X, j-1}(t)\right)$, for
all $X=1, n ; j=1, n$
$K \widetilde{V}$
* compute the correction matrix $\Delta U(t)$ by using the formula (14) from proposition 4
* update the input matrix $U$ by the recurrent equation
$U(t+1)=U(t)+\Delta U(t)$
L3 CONTINUE (the DO loop until $\mathrm{t}=\mathrm{N}$ ).
Step 3. Verify if the closed Do loop generates an admissible TSP solution, by the matrix

$$
V(N)=\left(v_{X j}(N)\right)
$$

There are several possibilities ( versions)
Version 1. The matrix $V(N)$ generates an admissible TSP solution. Then GO TO label L4.

Version 2. The matrix $V(N)$ do not generate an admissible solution because
$v_{X j}(N) \notin\{0 ; 1\}$ i.e. $v_{X j} \in(0 ; 1)$.

Then we replace $N$ by $N^{\prime}, N^{\prime}>N$ and GO TO label L0 and resume the cycle DO loop.

Version 3. One uses the matrix $V(N)$ and compute the maxim element on each line $X, X=1, n$. We denote it by $v_{X j}{ }^{*}(N)=0$. If $v_{X j}{ }^{*}(N) \in(\varepsilon ; 1), \varepsilon>0.8$ (for example ) then we set $v_{X j}{ }^{*}=1$ and all the other elements $v_{X j}(N)=0, j \neq j^{*}$ on the line X . (winner-take-all). The resulting matrix is denoted $V_{l}^{*}(N)$, where $l$ means the work on lines. Analogous we can compute the maxim element $v_{X}{ }_{j}(N)$ on each column $j=1, n$. So we obtain the matrix $V_{c}^{*}(N)$, where the letter $c$ means the work on columns.

Compute the routes described by matrices $V_{l}^{*}(N)$, $V_{c}^{*}(N)$ and take the best one. GO TO L4.

## L4 CONTINUE

Step 4. Print the final results :
$N, V_{l}^{*}(N)$ or $V_{c}^{*}(N), E(N)$ and the route $R^{*}$. STOP
END

## 7 Application 2

Let $n$ be with the value $n=4$ and the distances between the towns $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}$ given by the matrix $K=\left(\begin{array}{llll}0 & 7 & 3 & 2 \\ 7 & 0 & 2 & 5 \\ 3 & 2 & 0 & 1 \\ 2 & 5 & 1 & 0\end{array}\right)$. Apply the above algorithm to find the best route.

Solution. We use the parameters

$$
\begin{aligned}
& n=4, n^{\prime}=5, \lambda=10, \tau=1, \Delta t-0.01, N=10 \\
& A=10, B=10, C=4, D=10, f(s)=\frac{1}{1+e^{-20 s}}
\end{aligned}
$$

The initial inputs are

$$
U^{0}=U(1)=\left(\begin{array}{llll}
1 & 2 & 0 & 1 \\
2 & 0 & 1 & 1 \\
0 & 1 & 1 & 2 \\
1 & 1 & 2 & 0
\end{array}\right) \text {. For } t=1 \text { we obtain }
$$

$V(1)=\left(\begin{array}{llll}0.999 & 1.000 & 0.500 & 0.999 \\ 1.000 & 0.500 & 0.999 & 0.999 \\ 0.500 & 0.999 & 0.999 & 1.000 \\ 0.999 & 0.999 & 1.000 & 0.500\end{array}\right)$
$\Sigma_{1}=35.952, \Sigma_{2}=35.952, \Sigma_{3}=0.252$
$\Sigma_{4}=369.56 ; E(1)=22707.84$ and so on.
$S\left(V ; n^{\prime}\right)=13.992-5=8.992$.
Construct the matrix $V S$.
Use the formula

$$
\widetilde{V}=\left(v_{Y, j+1}+v_{Y, j-1}\right) ; v_{Y 5}=v_{Y 1}, v_{Y 0}=v_{Y 4}
$$

for $j=1,4$ and one obtains the matrix

$$
\widetilde{V}=\left(\begin{array}{llll}
1.999 & 1.499 & 1.999 & 1.499 \\
1.499 & 1.999 & 1.499 & 1.999 \\
1.999 & 1.499 & 1.999 & 1.4999 \\
1.499 & 1.999 & 1.499 & 1.999
\end{array}\right)
$$

The matrix $K \widetilde{V}$ has the elements

$$
K \widetilde{V}=\left(\begin{array}{cccc}
19.488 & 22.488 & 19.488 & 22.488 \\
25.486 & 23.486 & 25.486 & 23.486 \\
10.949 & 10.494 & 10.494 & 10.494 \\
13.492 & 14.492 & 13.492 & 14.492
\end{array}\right)
$$

$$
\Delta U(1)=\left(\begin{array}{llll}
-2.818 & -3.128 & -2.908 & -3.118 \\
-3.428 & -3.308 & -3.418 & -3.218 \\
-2.009 & -1.919 & -1.919 & -1.928 \\
-1.219 & -2.319 & -2.228 & -2.408
\end{array}\right)
$$

$$
U(2)=U(1)+\Delta U(1)
$$

$$
U(2)=\left(\begin{array}{lllr}
-1.818 & -1.128 & -2.908 & -2.118 \\
-1.428 & -3.308 & -2.418 & -2.218 \\
-2.009 & -0.918 & -0.919 & 0.071 \\
-1.219 & -1.319 & -0.288 & -2.408
\end{array}\right)
$$

$t=2$. The matrix $V(2)$ has the elements

$$
\begin{aligned}
& v_{X j}(2)=\frac{1}{1+e^{-2 \lambda u_{X j}(2)}}, \lambda=10 \\
& X=1,4 ; j=1,4
\end{aligned}
$$

$V(2)=\left(\begin{array}{llll}0.0 & 1.59 \cdot 10^{-10} & 0.0 & 0.0 \\ 3.95 \cdot 10^{-3} & 0.0 & 0.0 & 0.0 \\ 0.0 & 1.04 \cdot 10^{-8} & 1.04 \cdot 10^{-8} & 0.0 \\ 2.58 \cdot 10^{-11} & 3.49 \cdot 10^{-12} & 0.01 & 0.0\end{array}\right)$
$v_{X}(2) \notin\{0 ; 1\}$. The algorithm must continue.
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