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Abstract: - A new method for real-time face localization from a streaming color video was developed. The
method consisted of three stages. First, the face-like skin-colored image region was segmented from the
background and transformed into the grey scale representation. Second, the cropped image was convolved
with Sobel operator in order to extract local oriented edges at 16 orientations. The extracted local oriented
edges were grouped together to form regions of interest which represent landmark candidates. Further, the
candidates were matched against edge orientation model to verify the existence of the landmark in the image.
Finally, the located landmarks were next spatially arranged into the face-like constellations. The best face-like
constellation of the landmark candidates was defined by a new scoring function. The test results demonstrated
that the proposed method located expressive faces with high rates in real time from facial images under
controlled head rotation variations.

Key-Words: - Face localization, Facia landmarks, Sobel edge detection, Frontal-view geometrical face model,
Facial expression, Head rotation.

1 Introduction of Principle Component Analysis (PCA) have been
In automatic face detection, different feature ~ Widely adopted for the purpose of face detection
detectors are applied in order to find a face-like [9,21]. Generally, PCA-based methods can handle
region in static images or video frames. If it is ~ faces with nearly the same pose, —constant
known in advance that face is shown in the image, illumination, and moderate facial expressions. Apart
the task comes to find a true face location. The  from PCA-based methods, there are also learning-
found face location is further delivered asaninputto ~ Pased methods like boosted classifiers [19], support
various systems of automatic face analysis such as ~ Vector machines [12], and neural networks [14]
face and faciad expression recognition and which have to be trained on the representative sets

perceptual vision-based user interfaces. To ensure  Of faceand non-face images.

that these systems work in real time efficiently and _The feature-based approach to face detection
robustly, face detection is aimed to provide high ~ Utilizes loca features of the image. This approach
speed and accuracy of the detection process. can overcome the constraints placed by illumination

The main challenge in face detection isto finda ~ ¢hange, head rotations, and facial expressions. This
face representation that remains robust with respect is due to the fact that it is based on modeling local
to various changes in facial appearance since face texture information around individual facial

varies noticeably with changes in environmental Iandmar_ks and modeling global shape information
conditions (eg. illumination, out- and in-planehead ~ On Spatial arrangement of the located landmark
rotations, scene complexity, resolution, occlusions, ~ candidates. Facial landmarks are typically those

etc.), ethnicity (i.e skin color), gender, and facial ~ Which are the most distinctive for humans -
expressions (i.e. emotional and social signalsinthe ~ €Y€Orows, eyes, nose, and mouth. These landmarks
face). Many atempts have been undertaken to encode critical information on facial expressions and
video [10,22]. We can roughly classify the existing ~ analysis. In practice, feature-based face detection
techniques of face detection as belonging to includes a selection of feature representation and a
appearance-based approach uses holistic festures of ~ detected from the image or video frame, for
the image and considers a face as awhole. Methods ~ €<ample; edges, colors, points, lines, contours, €tc.
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Figure 1. Dataflow in our system of real-time face localization.

These features provide a meaningful and measurable
description of the face as they represent specific
visual patterns used to identify corresponding
structures between images. Extensive work has been
focused on shape representation of facial landmarks
[2,3,4,15]. Many proposed face detectors utilize
edges [6], grey-scde vaues [17], and their
combinations [16]. A multi-resolution and muilti-
orientation representation of the image has been
widely adopted for the purpose of landmark
detection and demonstrated to be effective in face
detection under expression and small pose variations
[7,20,23]. However, these methods are generally
computationally expensive and, therefore, are not
applicable for the task of real-time face and facial
feature detection.

In this paper, we introduce a feature-based
method of face localization from streaming color
video. It is based on the multi-orientation image
representation that heps in composing facial
landmarks. This is followed by spatial arrangement
of the located landmark candidates. We present a
new scoring function designed to define the best
face-like constelation of the candidates. The
landmarks to be located in the face are centers of the
eyes, nose tip, and center of the mouth. In the
subsequent sections we demonstrate how our
proposed method successfully overcomes speed
limitations of the feature-based face detection
methods.

2 FaceLocalization

The method for real-time face localization consists
of three stages depicted in Fig. 1. Given a facial
video, the first stage finds a rough approximation of
the face location in each video frame. The second
stage forms and extracts all possible landmark
candidates from the cropped face region. The last
stage decides whether constellations formed from
the located landmark candidates meet requirements
placed by the geometrical frontal-view facial mode,
and if so, defines the location of the best-scored face
candidate. Below we explain each stage of the
method in more detail.
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2.1 Preprocessing

On this stage, a face-like image region is segmented
from the background. To do that we first apply the
procedure of histogram equalization to each video
frame for all three RGB color channels. This
calculation is not computationally expensive and is
widely used to allow areas of low local contrast to
gain a higher contrast without affecting the global
contrast of the whole image [8]. After this, the
original RGB image is transferred into YCbCr
chromatic color space as proposed in [11].

Next, we segment the skin-colored regions of the
image similarly to the method proposed in [1]. This
procedure allows for noisy regions of the image to
be discarded at the early stage of the processing and,
therefore, focuses the following stages of the
method on those parts of the image in which the face
ismorelikely to be located. The Gaussian-fitted skin
color model is used for this purpose. The idea that
lies behind is that a distribution of skin color for
different people is clustered in the chromatic color
space and can be represented by a Gaussian model.
The likelihood P of a skin color for any pixe (X,y)
of the image thus can be obtained with a Gaussian-
fitted skin color mode:

e 1 2 210
¢ ’%Cb' Chinean)”+(Cr- Crmean) )+
p=gt 2Cv [} (1)

where Cv is a covariance matrix; Cb is a blue
chromatic value; Cr is a red chromatic value;
Cbjyean IS an average blue chromatic value;, and

Crmean IS an averagered chromatic value.

The skin-colored regions are next segmented
from the rest of the image through a thresholding
process. The parameters for a thresholding are
selected experimentally using a small image set
from the database. Finally, the received regions are
cropped from the background and the procedure of
histogram equalization is applied for them. This
stage outputs 8-bit grey scale image of the face. If a
face is not extracted, the following steps of the
method are applied to the whole image converted
into 8-bit grey scale representation.
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3.2 Landmark Candidate Formation

On the next stage, the cropped face image is
convolved with Sobel operator [8] in order to extract
local oriented edges at 16 orientations. The edge
points are further recursively grouped together to
form regions of interest which represent candidates
for facial landmarks. The shapes of the bounding
boxes which are placed over the located regions of
interest are analyzed next. If a candidate is bounded
by a box which has height much bigger than its
width, the candidate is eliminated. After this, among
the located candidates there till exist many noisy
regions which have to be eliminated. In order to
define regions which represent landmark candidates
we analyze local properties of the located regions of
interest. As it has been demonstrated earlier [7],
regions of facial landmarks have a characteristic
distribution of local oriented edges with two
horizontal dominants (Fig. 2a and 2b). On the other
hand, non-landmark regions which are, for example,
elements of face, hair, clothing, and decoration
typically do not have a characteristic structure of the
oriented edges. These regions demonstrate a random
distribution of the oriented edges (Fig. 2c and 2d).
This local property of the located regions of interest
allowed us to discard noisy regions while preserving
regions which contain facial landmarks.

In order to classify the located candidates and
find their proper spatial arrangement, the proposed
method applies a set of verification rules which are
based on face geometry. The knowledge on face
geometry is taken from the anthropological study by
Farkas [5]. This thorough study examined thousands
of Caucasians, Chinese, and African-American
subjects in order to determine characteristic
measures and proportion indexes of the human face.
We peformed several tests to verify the existing
facial measures, calculate new measures, and built a
frontal-view geometrical face model depicted in
Fig. 3. The anthropometric facial features and
measures of the model are described in Tablel.
Center points of facial landmarks are calculated as
mass centers of the located edge regions. It has been
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Figure 3. Frontal-view geometrical face modd.

demonstrated that facial measures from the table can
dightly vary between subjects of different gender,
age, and race [5]. Therefore, we define constrains
for facial measures as intervals between minimum
and maximum values for a given measure. All
distance constrains from the table are defined as
percentages of the interocular distance d(ER,E| ).

As our preliminary tests demonstrated, this set of
facial measures and their corresponding constrains
achieved good results in composing facelike
constellations from the located landmark candidates.

The classification of the landmark candidates
proceeds as follows. The eye pair candidates are
found first as any two candidates aligned nearly
horizontally. After this step, all possible nose and
mouth candidates for each found eye pair candidate
are independently searched for using constrains of
the frontal-view geometrical face modd.

3.3 FaceLocation Verification

On the last stage, the defined eye-nose and eye
mouth candidates are combined together into a
complete face candidate so, that the eye pair is the
same for both eye-nose and eye-mouth candidates.
Each found face candidate consisting of four facial
landmarks is given a score. A scoreiscalculated asa
sum of intermediate scores which show how well a
face candidate performs verification tests. The
verification tests are fuzzy rules defined as follows:
Test 1 checks the horizontality of the eye pair
candidate. The eye pair candidate that has the most
horizontal position in the image as compared to

\\\\\
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Figure 2. Facial landmarkswith a characteristic distribution of the oriented edges (a and b) and noisy regions with a
random distribution of the oriented edges (c and d).
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Table 1: Features and measures of the frontal-view
geometrical face moded (and their congrains).

Feature/measure Feature description

Er,EL N M Centers of the landmarks

d(ERg, EL') Interocular distance

N1, Ny Perpendicularsto d(Eg, E|)

P1' P, Crosspointsof d(Eg,E, ) and
Ny and Np, correspondently

Po Middle point between P, and
P

d(N, M) Nose-mouth distance (30-110%
of d(ERr.EL))

BNPyM Nose-mouth angle (0-16°)

DERNP, DE| NP,
DERMP, DE, MP,
d(Eg,N) d(E_,N)

Eye-nose and mouth-eyes angles
(0-13°)

Eye-nose distance (25-120% of

d(Er,EL))
Eye-mouth distance (60-160% of

d(Er,M) d(EL, M)
' d(Er,EL))

others gives the lowest score for a given face
candidate. Test 2 checks angles DERNR,
PE NP, DPERMP,, and DBE _MP, - face
candidate with small angles gets low scores, and
vice versa. Test 3 considers theresult of the previous
face localization. If the landmark center points in the
previous frame are nearly the same as compared to
those in the current frame (face is not moving), a
face candidate gets a score which is lower than in
the opposite case. Test 4 checks sizes of the located
landmark candidates — the biggest values give the
lowest score for a face candidate. Test 5 checks
widths of the landmark candidates in the facial
configuration. It has been validated that mouth is
usually wider than eyes and nose has nearly the
same width as eyes have [5]. The closer face
candidate satisfies to this criterion, the lower score it
gets from thetest. Test 6 utilizes the property of face
symmetry and checks sizes of both eyes. If eyes
have the same size, a face candidate gets the lowest
score from this test. Each verification test is also
given a weight. We performed a number of tests to
define optimal weights for each test. This way, each
test gives as its output a relative score for a given
face candidate. In order to select the best-scored
face-like constdlation of the located landmarks, a
new scoring function is introduced:

MAX

P =MAX - ——
Peand / Pmin

(2)
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where MAX is a maximum score for a given face
candidate (we used 100); Pygng iS @ current score
for agiven face candidate; Py, iSthe lowest score

achieved among all face candidates. This way, if we
have several facelike constellations of the
landmarks, we sdect the one that gives the highest
score B .

A localization result is considered correct if a
distance between manualy annotated and
automatically located landmark location met the
requirement placed by a performance evaluation
measure elaborated in [13]:

ey = TIER ER).A(EL EL))
d(ER.EL)
where d(a,b) is Euclidean distance between point
locationsaand b; Eg , E| are manually annotated
and ER, Ef areautomatically located positions of
facial landmarks. A successful localization was
considered if deye <0.25 which corresponds
approximately to 1/4 of the annotated interocular
distance d(Egr,E| ) (ahalf of the width of the eye).

After the locations of the landmarks are known, the
location of theface in theimage is also known.

)

4 Test Data

As the prospective application of the deveoped
method lies in human-computer interaction, we
assume that the input video includes some head
rotations and facial expressions. For the purpose of
method testing under these conditions, we created
our own video database with neutral, frowning, and
smiling faces under three controlled head rotations
with angles of rotation 0°, 20°, and 30° in both right
and |eft directions. We used a low-cost Canon Mini-
DV camera with 720x568 pixel image resolution
and 24-bit precision for color values. The potential
impact of illumination, background, facial hair or
eye-glasses was controlled to some extent in all
video sequences and therefore ignored. No face
alignment was performed.

The database consists of 10 Caucasian subjects
(40% females) with average age of 30 years. Each
video starts with neutral face, proceeds with facial
expression, and ends up with neutral face. The level
of the expression intensity varies among different
subjects. Intotal, 150 video sequences were created
with duration of about 7-8 seconds. The test data
were annotated in advance by recording the true
locations of the landmark centers in each frame for
each test subject.
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5 Results

The tests were run on the computer Dell Optiplex
745, Intel Core2 with 2133 MHz and 1 GB DDR2-
memory in Win XP 2002 SP 2/De phi-environment
with DirectShow-interface. Fig. 4 shows the average
rates of face localization under three expressions and
three head rotations. The raw test data are shown in
Table 2. The statistical analysis was done by using a
two-way 3" 3 (expression” head rotation) repeated
measures analysis of variance (ANOVA). The
statistical analysis showed that head rotation had a
stetistically significant main effect on the face
localization F(2,18)=9.31, p<0.001. Bonferroni-

corrected pairwise post-hoc comparisons showed
that the detection percentage was significantly lower
when head was rotated by 30° MD =30.81,
p<0.05 as compared with frontal head position.

Difference between 20° and 30° head rotations was
also statistically significant MD =22.14, p<0.05.

There was no dtatistically significant difference
between head rotation by 20° and frontal head
position. ANOVA showed that there were no other
significant main or interaction effects.

100

B Neutral OFrowning O Smiling

90 - -

79 T

801 74 LT

70 66 67 69

60 - —

50 4 45 1
40

404 39

30 A

201

Face localization accuracy (%)

101

0

Frontal (O degree rotation)
Figure 4. Average localization rates (%) of neutral,
frowning, and smiling faces (al four landmarkswere
found) under three head rotations.

20 degree rotation 30 degree rotation

Table 2: Rates (%) of localization of neutral, frowning,
and smiling faces under three head rotations.

Subject Neutral Frowning Smiling

0° 20° 30° 0° 20°30° 0° 20°30°
1 69 91 97 79 84 67 96 72 93
2 95 51 17 82 74 31 87 67 17
3 55 17 30 45 10 37 27 34 31
4 98 68 60 98 83 35 87 72 48
5 95 62 36 89 91 17 82 56 29
6 33 47 49 21 51 47 26 62 46
7 93 88 30 85 79 13 24 49 46
8 63 61 25 81 35 8 90 44 14
9 92 95 98 62 93 71 85 77 37
10 91 72 30 97 82 64 63 65 45
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6 Discussion

The developed method demonstrated high speed
performance in face localization from streaming
color video in real time. The speed of the method
was 20 frames pe second that meets the
requirement of real-time video processing defined in
[18]. This way, the method is comparableto the best
existing real-time face detectors [6,15,19] in terms
of processing speed.

The local oriented edges served as basic features
for expression-invariant representation of facial
landmarks. The results confirmed that in the
majority of expressive images a distribution of the
local oriented edges had structure with two
horizontal dominants as predefined in [7]. This
property alowed discarding noisy regions and
preserving regions of the landmarks. Thus, the
method was able to locate landmarks from images
with hair and shoulders. The use of fronta-view
geometrical face model further improved the overall
performance of the method. As Fig. 4 shows, the
method was effective in locating faces with frontal
and near-to-frontal head poses. However, head
rotations by 30° significantly decreased face
localization rates. This is explained by the fact that
geometrical constrains from Table1l were defined
mainly for frontal-view geometrical face model. The
landmarks were located correctly in case of 30° head
rotations, but failed to compose the face-like
constellations. Relaxation of geometrical constrains
from Table1 or development of new measures and
constrains for a near-to-profile geometrical face
model would improve the performance of the
method in case of strong face rotations.

In case of frontal and near-to-frontal head
positions, the method demonstrated sufficiently high
rates in locating faces with all three tested
expressions - neutral, frowning, and smiling
expressions. This gives similar performance of the
method for these particular expressions as compared
to the results of previous studies which use similar
approach to facial landmark localization [7]. As
distinct from that study, we concentrated on face
localization rather than on independent landmark
localization meaning that all four facial landmarks
needed to be correctly located in order to declare
successful face localization. Face localization rate
would be improved if we consider two or three
correctly located landmarks as necessary and
sufficient  requirement for  successful  face
localization, as it is done, for example, in [2]. This
way, the method can also be applied for independent
facial landmark localization, when it is allowed to
miss some landmarks.
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In summary, as compared to the existing feature-
based methods of face localization, the method
demonstrated similar or superior performance in
teems of localization rates [7,12] and speed
[6,15,19]. Besides robustness to facial expressions
and small out-of-plane head rotations, the devel oped
method demonstrated robustness to noise such as
hair, and eements of clothing and decoration.
Emphasizing simplicity, high speed, and low
computation cost of the method, we conclude that it
can be used in face localization as such and also in
preliminary localization of regions of facial
landmarks for their subsequent processing where
coarse landmark localization is followed by fine
feature detection. The method is simple and
straightforward to be utilized, for example, as face
or facial landmark detector in the mobile phone
environment.
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