Cloud based unsupervised learning architecture based on Mirroring Neural Networks
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Abstract: - In this paper we build upon the Mirroring theorem introduced in [15] as a new method of unsupervised hierarchical pattern classification. The Mirroring theorem affirms that "given a collection of samples with enough information in it such that it can be classified into classes and sub-classes then
1. There exists a mapping which classifies and sub-classifies these samples
2. There exists a hierarchical classifier which can be constructed by using Mirroring Neural Networks (MNNs) in combination with a clustering algorithm that can approximate this mapping."

This paper visualizes a cloud based scalable self learning engine, Pioneer, on top of the mirroring neural network architecture. Specifically we discuss about:
1. The modularity and scalability of MNNs to lend themselves to a cloud based architecture.
2. Validation methodology adopted to validate the parallelizing of Mirroring theorem
3. Exposing Pioneer through web service APIs to allow people to build their own unsupervised systems and allow the crowd sourcing of intelligence.
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1 Introduction
Unsupervised learning in computers has for long been considered as the holy grail of computer problems.
The human brain is a complex learning system which has evolved to process inputs from various sources (eyes, ears, tongue, skin and nose), remove noise from the information it receives from the input sources, extract patterns from these inputs and store the core values of these patterns for future reference.
The brain processes these patterns using a common cortical algorithm (evidence for the existence of the common cortical algorithm is from the studies of the neuroscientists in [1-4]). It is assumed that the common cortical algorithm has the general set of assumptions [5] for processing the pattern learning and recognition, from the fact that the same algorithm is implemented on various categories of sensory data.
The fundamental similarities (identical properties) of various neocortical areas of neocortex were discussed in [6]. The organization of the cerebral cortex is hierarchical [7, 8] and the information flow is from one cortical area to another (discussed in [9]). Furthermore, these cortical regions are inter-connected to recognize the patterns level-by-level i.e., one or more neocortical regions of different levels of the hierarchy (on different pattern detail abstractions) perform distinct tasks of recognition based on a common cortical (learning) algorithm.
In the process of recognition, the pattern features are passed from one level to another level. Seemingly, many such hierarchical tree-like structures exist in the human brain representing the recognition structure of the patterns and they may belong to any one of the sensory categories like image patterns, voice data, odors etc. And the brain can also associate different kinds of patterns (an example case is association of image data with voice data) by mapping these hierarchical structures of the recognition system.
[10] Discusses unsupervised learning and introduces the concept of Mirroring Neural Networks. MNNs imitate the basic hierarchical architecture of human neo cortex for self-learning, automatic feature extraction (performed along with data reduction), unsupervised hierarchical pattern classification and memory association of the patterns. The “Mirroring Theorem” proves that a hierarchical pattern recognizer exists and can be approximated by a treelike architecture consisting of mirroring neural networks.
It is our belief that with current explosion of cloud services, we can harness the computing resources and provide an architectural solution which utilizes the MNNs as the basic unit to solve the problem of unsupervised learning.
The mirroring neural networks proposed in [10] have the following attributes:

1. Input independence (which can be applied to the real world recognition problems)
2. Mechanism of accelerated learning
3. A learning in unsupervised mode which is easy to program
4. The attribute of imitating the natural neuronal learning
5. The inherent flexibility to be used as a module in the hierarchical structure

MNNs have been proven to work in an unsupervised learning environment. Let us now look at possible solutions and challenges in trying to scale the MNN based learning engine.

2 Using MNNs in a cloud based architecture

The main problems with the system proposed in [15] are scalability and volume of input data. Though [15] presents a working example of the MNN based learning system that system cannot scale for classifying objects belonging to more than (say) 10 classes. If we want to build a truly unsupervised system, then we have to think beyond a single instance and an architecture which should scale simply and automatically. To solve the problem of input data volume, our system should provide a transparent mechanism through which users can feed the data to the system.

We suggest that the first problem can be solved through cloud based architecture [18] and the second problem can be solved by exposing a REST API [17] for data feeding.

The learning engine proposed in [15] has the following characteristics:

(i) hierarchical
(ii) modular
(iii) unsupervised
(iv) runs on a single common algorithm (MNN associated with clustering).

The advantage of developing a recognition system with these 4 characteristics is that the learning method does not depend on the problem size and the learning network can be simply extended as the recognition task becomes more complex. It has been surmised by investigators that the architecture of human neo-cortex does, loosely speaking, possess the above 4 characteristics (except that instead of (iv) there is some kind of analog classification process procedure) performed by sets of neurons, which seemingly behave in a similar manner). Since this architecture imitates the neural architecture (though admittedly in a crude manner), it is reasonable to expect that it would work with greater successes if the system is adapted to the cloud and computing resources can be provisioned on request.

2.1 Feasibility

Since the learning engine specified in [15] is hierarchical and modular in nature, it lends itself perfectly to a cloud computing architecture. Since Amazon launched their web service framework, AWS [14], cloud computing has proliferated. We are now able to provision computing resources on demand at a fraction of the cost. This perfectly fits with our vision of an unsupervised learning system which can request computing resources on demand and relinquish them when not needed. At the highest level, each MNN can be deployed as an instance in the cloud and these can be arranged in a hierarchical fashion through a messaging framework. A basic view of such a system is given below.

The advantage of developing a recognition system with these 4 characteristics is that the learning method does not depend on the problem size and the learning network can be simply extended as the recognition task becomes more complex. It has been surmised by investigators that the architecture of human neo-cortex does, loosely speaking, possess the above 4 characteristics (except that instead of (iv) there is some kind of analog classification process procedure) performed by sets of neurons, which seemingly behave in a similar manner). Since this architecture imitates the neural architecture (though admittedly in a crude manner), it is reasonable to expect
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2.2 Validation

As validation of this architecture, a basic learning system, Pioneer, is being built which will run continuously grabbing video frames and automatically classifies objects.

Pioneer will receive visual data continuously. For this we will connect a camera to this system which will continuously feed image frames to the system. The frames will first pass through an object detection framework, which will scan the frame on incremental window sizes for objects. When objects are detected, they are then passed to the MNN framework which classifies them into either a known bucket or a new bucket. To achieve this Pioneer will broadcast a message to the MNN instances and the MNN instances will respond in a predetermined way. Based on the responses Pioneer will categorize this as a new object and create a new MNN instance or assign it to the correct MNN instance. The broadcasting functionality can be similar to ARP [16]. A new object bucket can be created automatically using cloud provisioning APIs like Amazon web service APIs etc. The system then randomly chooses a 6 letter name for this object bucket. We can then tag the buckets with our naming scheme or allow the system to run as it is which will basically mean that the system will come out with its own language to identify objects. The flow chart for this system is given below.

![Flow chart for Pioneer system.](image)

Fig. 2. Flow chart for Pioneer system.

A tree like architecture consisting of one MNN at the first level and 3 MNN’s at the second level automatically classifying a collage of images belonging to three classes is shown below.

![Tree like architecture of two levels of MNNs](image)

Fig. 3 A tree like architecture of two levels of MNNs

2.3 Learning system APIs:

The effectiveness of any cloud based system is only as good as the input it receives. To enable our MNNs access to a varied data set, Pioneer, will have well defined web service interface using which users from everywhere can feed it visual data. Pioneer will then try to classify the object into existing buckets. In case it is a new object, Pioneer will then query the user for more information about the object and create a new bucket for it.

As an example, Pioneer will expose a REST based API for interaction with users. Users can feed data to Pioneer using a simple http request like

http://www.pioneer.com/newfeed?data=................, here data is the binary image

More information on creating domain specific APIs can be found in [19].

Pioneer will then use this as a new input into its system and try to learn about the input. More APIs can be exposed to name the objects, edit object information etc. This way, Pioneer will depend on crowd sourced data to learn about its world. Through this crowd sourcing experiment we hope to build the best unsupervised object classification system.

4 Conclusion

In this paper we have provided a basic analysis of how MNN based learning systems can be scaled using cloud based architecture. Using this as a base future researchers can try multiple architectural permutations and combinations to solve the unsupervised learning
problem. The basic system can be put to use in real world problem scenarios like content based image retrieval and video tagging. With the amount of online video being generated, these can be fed to Pioneer as input and Pioneer will continually process the data frames and continue to learn from the frames.
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