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Abstract: - This work aims at additive watermark detection using a hierarchical prior with two levels in the 
DWT (Discrete Wavelet Transform) domain. Using this prior we construct a new test statistic which exhibits 
comparable performance with regard to other state of the art methods. The experimental results on known 
watermark images demonstrates the high detection sensitivity of the proposed prior in the transform domain 
along with its improved robust properties. 
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1 Introduction 
Data hiding methods are drawing attention last 
decade, as one of the useful methods of protecting 
copyright and security of digital multimedia 
contents. Digital image watermarking is a data 
hiding technique where by embedding a piece of 
information in a host image we ensure the copyright 
protection, integrity checking, protection of 
intellectual property etc [1], [5]. The embedding 
procedure take place either to spatial domain [3] or 
in transform domain [5]-[9]. The most applied 
transforms are DCT (Discrete Cosine Transform) 
and DWT transforms whereas the exploitation of 
their properties provide us with watermark detectors 
that have high detection performance along with 
good robust properties [6]-[10].  
Usually, the secret information is embedded in 
perceptually significant spectral components of the 
image in the transform domain. More specific this 
signal is a spread spectrum watermark signal where 
its insertion in specific image coefficients  helps to 
avoid the degradation of image quality as this 
perceived by HVS (Human Visual System). The 
simpler detector that we could apply is Linear 
Correlator (LC) [4], which is an optimal detector if 
the host image’s coefficients follow Gaussian 
statistics. However, is common knowledge that 

wavelet transform’s coefficients obey non-Gaussian 
statistics, following distributions with more heavy 
tails [7], [8]. In watermarking literature, many 
researchers have shown that, using subband 
representation of natural images, the histograms of 
the corresponding coefficients have heavier tails and 
are more sharply peaked at zero.  
As a consequence the LC detector has a suboptimal 
behavior, a fact that has led us to search for 
alternative distributions for the problem at hand.  
In watermarking literature Generalized Gaussian 
Density (GGD) and Cauchy distribution as a 
member of SaS (Symmetric alpha Stable) family 
have been the most applied distributions in image 
watermarking problem [6]-[8].  
Inspired from image recovery problems [3] a 
spatially adaptive prior applied in image 
watermarking problems. The present paper, based 
on the same prior, proposes a detector structure that 
has been proved successful in additive 
watermarking problem [3] in spatial domain. More 
specific, we investigate the suitability of the 
hierarchical prior in the problem of additive 
watermarking problem in transform (DWT) domain.  
The rest of the paper is organized as follows. In 
Section 2, we set our problem as a binary hypothesis 
problem. Then in subsections 2.1 and 2.2 the 

Proceedings of the European Computing Conference

ISBN: 978-960-474-297-4 301



watermark embedding and detection procedures are 
explained. In Section 3, we define the hierarchical 
prior of this work and in Section 4 we present the 
experimental results. 
 
 

2 Problem Formulation 
2.1 Additive Watermarking Problem as a 
binary hypothesis problem 
 
In order to derive a binary hypothesis test we 
assume that DWT coefficients are i.i.d (independent 
and identically distributed) random variables drawn 
from some underlying probability density function 
(pdf). 
Suppose we have N  coefficients of an image in 
wavelet domain. Then, defining the host signal’s 
coefficients in a vector form as 

[ [1], [2],..., [ ]]x x x N=x  and the watermark signal as 
[ [1], [2],..., [ ]]w w w N=w  the additive watermark 

embedding rule can be denoted as: 
γ= +y x w    (1) 

where γ  reflects the trade-off between image 
fidelity and robustness of the watermark.  
Following the embedding scheme as in the previous 
rule, we can define the additive watermarking 
problem, as a binary hypothesis problem: 
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where 0H  denotes the null hypothesis (we don’t 
have any watermark or we have different 
watermark) and 1H  denotes the alternative 
hypothesis (we have the watermarked signal). The 
actual test is performed without knowledge of the 
original, unwatermarked image, thus we have a 
blind watermark detection. 
Definining likelihood ratio as ( )Λ y , and after the 
application of logarithm the log-likelihood ratio 
becomes: 
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2.1 Watermark Embedding 
In the embedding process, we apply the DWT 
transform to our image and in consequence we make 
use of the second level sub-bands of wavelet 
transform. Using the spread-spectrum watermarking 
system the secret information that we embed is a 
spread spectrum watermark [1], [5]. More specific, 
is a pseudorandom sequence (PRS), where its 

security is based on a key existence. This key 
initializes the pseudorandom generator’s seed.  
It is noticeable, that the anti-jamming properties of 
these systems increase the robustness of the 
watermark, while the pseudorandom modulation of 
the hidden information signal increases the achieved 
security [7]. 
After watermark’s embedding process, we apply the 
inverse DWT transform in order to take the marked 
image. In all of the experiments, we quantify these 
watermarked images using 8-bpp accuracy in spatial 
domain before watermark detection. 
 

 
 
Fig.1 Block diagram of the embedding process in 
wavelet domain 
 
2.2 Watermark Detection 
 
In our case, we are interested for the verification of 
the existence of the watermark signal i.e the 
watermark detection.  The watermark detection 
procedure is taking place directly in wavelet domain 
on the second level detail band’s coefficients of 
wavelet transform. In Fig. 2 we see a block diagram 
of the detection process in wavelet domain. 
 

 
Fig.2 Block diagram of the detection process in 
wavelet domain 
 
 

3 Problem Solution 
 
3.1 Proposed prior 
We assume that wavelet coefficients obey a 
Gaussian pdf, given by  

( )1[ ] ~ 0, [ ]x i N a i−   (4) 
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where 1a−  is the variance parameter at coefficient 
location i . Assuming independence between 
wavelet coefficients, we can write the joint pdf 
between the sub-bands as: 

( ) 1/ 2 2

1 1

1
; [ ]exp [ ] [ ]

2

K N

k k k
k i

p a i a i i
= =

  
∝ −  

  
∏∏x a x%  (5) 

 
where  

1 2 3,
TT T T =  a a ,a a% , [ ][1], [2],..., [ ]

T

k k k ka a a N=a ,  

denotes the corresponding variance parameters, Κ  
is the number of sub-bands we use and indexes 

1,2k = ,3 are the horizontal, vertical and diagonal 
detail subbands of wavelet transform. The total 
number of coefficients in every band is equal to N . 
The pdf in (5) allows the flexibility that the variance 
parameters can vary between every coefficient. This 
is desirable for modeling the non-stationary 
properties of the image (e.g., edges) as these 
described from image’s coefficients in wavelet 
domain. Unfortunately, we have as many variance 
parameters ( )ka i  as the number of transform’s 
coefficients. Thus, to avoid the problem of over-
fitting, we model these parameters as random 
variables, and define a hyper-prior on them. Our 
choice of hyper-prior is Gamma pdf, which is of the 
form: 

{ }
2

2( [ ]; , ) [ ]exp ( 2) [ ] ,

 1,2
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where ,m l  are the parameters of Gamma 
distribution. The choice of such a distribution is 
justified by the fact that Gaussian and Gamma 
families are conjugated. 
For this definition of  Gamma pdf  we have that the 

expected value is ( )[ ] ( )( )
1

2 2kE a i l m l
−

= − and the 

variance is: ( ) ( )( )
1222 2kVar a i l m l
−

  = −  . 

In order to accelerate the speed of computations, we 
propose to “marginalize” the unknown variance 
parameters, leading to a Bayesian detector, given by 
[3], [4]: 
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After some algebra and resorting to Gamma 
integrals, we can show that test statistic  is 
given by: 
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where ( )k ki γ′′ =w w . 
 

4 Experimental Results 
In this section we present experimental results that 
demonstrate the performance of the derived class of 
detectors. We conducted two kinds of experiments, 
where in the first one we compare the detection 
performance of our detector with the known GGD 
based watermark detector  and  in the second one we 
see the detector’s performance under intentional or 
unintentional attacks, e.g JPEG compression. The 
quantification of the detection performance is based 
on Receiver Operating Characteristic (ROC) curves. 
Two known images in image processing 
community, Lena and Bridge, are used with size of 
512x512. 
 
 

 
 
Fig.3 Test images of “Lena” and “Bridge”. 
 
A set of 100 different randomly generated 1-bit 
spread-spectrum watermarks were used for each of 
the two images at a specified WDR. For each 
watermark, we evaluated the test statistic twice, 
once with the watermark and once with the 
unwatermarked data. Then, the histograms of test 
statistic for the two cases are then computed based 
on which the ROC curve is generated using a 
moving threshold. We usually call this procedure 
“random watermarks”, since for fixed images we 
used random watermark images to obtain ROCs for 
fixed images. 
In order to quantify the strength of the watermark 
relative to its host signal, we use the so called 
watermark to document ratio (WDR) [10], which is 
defined as 

2
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where 2 21
[ ]w

k

w k
N

σ = ∑  and 2 21
[ ]x

k

x k
N
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which are the powers of the watermark and host 
signal, respectively. 
The most known detectors that are based on 
wavelet transform for the additive 
watermarking problem, are GGD based 
detectors. In this work as in [3] we apply an 
“adaptive” wavelet GGD model, meaning that 
we have a different GGD model for each 
wavelet band. Details of these wavelet based 
detectors are provided in the Appendix of [3]. 
The wavelet filters that have been used in this 
work are the Daubechies-8 2D separable filters. 
 
4.1 Performance of detectors without 
attacks 
 
In Fig. 4 and Fig.5 we show the performance results 
achieved by two DWT domain detectors for image 
Lena and Bridge. The first one, is based on a GGD 
model in the DWT domain (GGD-based detector) 
and the second one is the detector proposed, which 
is based on the hierarchical model and the Bayesian 
methodology of parameter treatment (Bayesian-
based detector). 
In Fig. 4 for very weak watermarks we can see that 
the proposed detector is superior compared with the 
state of the art GGD based detector. In Fig. 5 we can 
see that the two detectors have almost the same 
detection performance. 
 

 
Fig. 4 ROC curves for detection performance 
comparison between GGD based and Bayesian 
based (proposed prior) wavelet detectors – Image 
Lena (WDR=-49dB) 
 

 
Fig. 5 ROC curves for detection performance 
comparison between GGD based and Bayesian 
based (proposed prior) wavelet detectors – Image 
Bridge (WDR=-47dB) 
 
4.2 Performance of detectors under 
intentional/unintentional attacks 
 
It is common practice when we examine the 
performance of a new watermark detector, to test its 
behavior under intentional or unintentional attacks 
(e.g JPEG compression) or some kind of filtering 
(e.g wiener filtering). In this work, we present the 
performance of our proposal compared with the 
known GGD based detector in wavelet domain. In 
order to do that we apply two kind of experiments. 
In the first one we have the known JPEG 
compression format and in the second one we apply 
a Wiener filtering followed by an additive white 
Gaussian noise addition. In Figures 6-9, we can 
observe the performance of the aforementioned 
detectors under attacks applied on the test images of 
this work. 
 
 

 
Fig. 6 ROC curves for detection performance 
comparison between GGD based and Bayesian 
based (proposed prior) wavelet detectors under 
JPEG attack – Image Lena (WDR=-47dB) 
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Fig. 7 ROC curves for detection performance 
comparison between GGD based and Bayesian 
based (proposed prior) wavelet detectors under 
JPEG attack – Image Bridge (WDR=-47.1dB) 
 
 

 
Fig. 8 ROC curves for detection performance 
comparison between GGD based and Bayesian 
based (proposed prior) wavelet detectors – Image 
Lena (WDR=-42dB) after Wiener filtering plus 
awgn attack. 
 

 
Fig. 9 ROC curves for detection performance 
comparison between GGD based and Bayesian 
based (proposed prior) wavelet detectors – Image 
Bridge (WDR=-45dB) after Wiener filtering plus 
awgn attack. 
 
 
 
 
 
 

5 Conclusion 
In this work we developed a transform based data 
hiding approach using a hierarchical, two level 
model for the problem of image additive 
watermarking. Based on the proposed prior we 
derived a new class of watermark detectors 
validating the fact that this model is also applicable 
to transform domain and it is a suitable solution for 
the problem of additive watermarking. 
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