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Abstract: The paper presents a model for metropolitan optical network design that relies on self organizing neural 

networks and graph theory adapted algorithms. The resulted network is a two layered hierarchical network; the first 

layer represents the core of the network and has a ring topology while the second layer has a tree topology with a 

maximum depth constraint. The model is aimed towards providing a close to optimal solution for large problem 

configurations that are unsolvable in polynomial time. 
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1   Introduction 
The paper presents the development of an optimum 

optical infrastructure planning model based on self 

organizing neural networks. This system has been added 

as a functionality into an preexisting Network 

Management System[1].  

The strong demand for Internet services in the 

recent years has had a great impact in the development 

of communication networks. Because rapid growth was, 

and still is, based on ad-hoc decisions taken in the 

absence of a development plan, in time it has lead to 

rather poor network architectures (incurring efficiency 

and reliability issues) and other inherited design 

problems. 

The current trend of technology in the last 

decades has shown optical networks are the preferred 

choice in infrastructure development both for the core of 

the Internet and last mile connections in metropolitan 

area networks. The advantages of using fiber optics in 

metropolitan area networks is that it has virtually no 

constrain on cable length. O the other side, active 

terminator equipments are expensive. 

The introduction of Voice and Video over IP 

(VoIP and VVoIP) communications and IPTV service 

has increased the need for reliable and robust network 

designs. One of the best ways to increase the reliability 

and robustness of a network is to introduce redundancy. 

Redundancy can be achieved in several ways in 

optical networks. 

2   Redundancy in IP networks 
The best way to ensure redundancy in IP networks is to 

have two different physical (and geographical) optical 

circuits between each node. In this situation, because the 

two links start in the same device and end in another, 
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they can be aggregated at Layer 2 level using a link 

aggregation or port trunking technologies such as 

EtherChannel [2]. The advantage in this case is that the 

two links can be used simultaneous and bandwidth is 

cumulated. If one of the links fails there is very little 

down time (less than 1 second). However this solution is 

not cost effective because is doubles both the number of 

links and interfaces needed for every device in the 

network.  

The less expensive solution is to use ring 

topologies together with Layer 2 protocols or Layer 3 

protocols to do load balancing and reroute traffic when 

one link fails. However, these protocols have higher 

convergence time in case of a topology problem and the 

network is still vulnerable if two distinct incidents occur 

in the same time. This will be reflected further on. 

Giving the economical constraints of the 

technical solutions, the Internet Service Providers 

mainly rely on ring topologies and use optical cables 

that enhance reliability and offer high bandwidth 

capabilities. In order to improve redundancy, the 

network is split into several regions that have important 

devices interconnected in a ring.    

  The goal of our model is to obtain a near-

optimal solution to connect several locations within a 

city, respecting a given network hierarchy and 

minimizing the cost expressed as geographical distance 

(i.e. minimizing cable length). 

 

3   Problem statement 
Given a set V containing geographical locations that 

need to be interconnected and the maximum number of 

sub-networks n, it is requested to generate an optimum 

graph G(V,E) representing the network infrastructure, 

where E represents a set of links between locations in V, 

and G(V,E) has the following properties:  

            which is a sub graph of  G(V,E) 

where |V’| = n (| | cardinal operator) and |E’| = n 

and E’ forms the Hamiltonian circuit. 

    
     

     
    where       and: 

o   
     

     where    ,         

o    
         where       

 Each   
     

     
    is a minimum spanning tree 

of the complete graph formed with the    
   

where          

 n <<  |V| (cardinal operator) 

   
      {       } where       

 (        (   
  ̅̅ ̅̅ ̅    

  ̅̅ ̅̅ ̅)) is minimal. 

 The sum of all the Euclidian distances of the 

links (edges) in E is minimal. 

The definition of the problem is focused at this point 

only on the economical constraints.  

The network architecture that is expected as a 

solution has the following design: 

Nodes that form the core of the network 
Nodes that form a sub network

1

2

3

… n

Nodes that interconect the core with the subnetworks  
Fig. 1 Proposed network architecture 

 

The resulted network will have a two layered 

hierarchy in which the first layer will represent a core 

network that will have a ring topology respecting the 

minimum cost constraint. The second layer is formed by 

n sub-networks each having a tree topology. 

The input parameter n defines the number of sub- 

networks that need to be created. Usually, the higher the 

number of sub-networks, the more resilient the network 

as a whole becomes. 

The proposed problem can be regarded as two 

different sub-problems. The first is to group the 

locations in clusters that define a geographical region 

and to solve the minimum spanning tree problem (MST) 

within this region. The complexity and quality of the 

grouping is strictly related to the clustering algorithm 

and for the moment we assume it being polynomial. The 

complexity of the MST is at most O(nlogn). The second 

sub-problem is to solve a Hamiltonian circuit, also 

known as the Traveling Salesman Problem (TSP)[3] for 

the nodes selected to be part of the metropolitan ring. 

The formulation of the TSP problem is simple: find the 

minimum-length tour trough N cities by visiting each 

city exactly once.  Although the problem seems simple 

and humans are known to offer good solutions even for 

small-medium size ones [4], the problem is NP-

Complete [5] and thus unsolvable in polynomial time at 

the moment. The overall solution of the optimum 

problem, assuming that the clustering algorithm is ideal 

and offers the optimum clustering solution, is still going 

to be NP-Complete because of the TSP problem. 

 

4 Problem solution using self organizing 

neural networks 
 

4.1 Self organizing neural network 
Self organizing neural networks are categorized as 

unsupervised learning neural networks. They are 
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designed to discover correlations in the input data and to 

form categories. This type of neural network is inspired 

by the property of the human brain to self organize upon 

receiving inputs presenting similar patterns. In literature 

neural networks and especially associative neural 

networks have been used to solve optimum problems 

[6]. The general approach in these problems as well as in 

our situation is to define an energy function similar to 

the potential energy in physics. The stability of the entire 

system is determined by the energy function. Similar to 

physics, the lower the energy of the system, the more 

stable it is. All the imposed restrictions of the optimum 

problem need to be reflected in this function. The 

tendency of the system to shift towards a lower energy 

configuration during the simulation is the only 

mechanism leading to a feasible solution that in this 

situation minimizes the cost. Although this approach can 

be applied in several combinatorial problems like the 

ones presented in this paper, it doesn’t guarantee that an 

optimum solution will be obtained.    

 

4.2 Solving the partitioning problem  
The general cluster analysis is composed out of two 

important steps: determination of the number of clusters 

needed and the classification of the data into clusters. In 

the proposed model the cluster analysis focuses on the 

second part. A self organizing neural network algorithm 

is used to group the locations in geographical regions 

that later are interconnected to form a given number of 

sub-networks which is an input parameter of the model.  

The self organizing neural network consists of 

an input layer and the Kohonen layer. The Kohonen 

layer is usually designed as a two-dimensional 

arrangement of neurons that maps an N-dimensional 

input to two dimensions, preserving topological order, 

but for the purpose of identifying cluster membership, 

we use a one-dimensional Kohonen layer.  

The input layer of neurons is fully connected to 

the Kohonen layer. The Kohonen layer computes the 

Euclidean distance between the weight vector or more 

intuitively the current location of the neurons in the 2D 

space and the input pattern. This is done for all the 

neurons in the network. The closest neuron in terms of 

Euclidian distance is selected winner and is activated 

together with the other neighbor neurons.  

The Kohonen layer of our model is a one-

dimensional array of neurons, indexed by i where 

     . The index indentifies a specific location and 

also indicates the neighbor relation between two nodes 

by the absolute difference between the two indexes.  

Because self organizing neural networks are 

trained by an unsupervised competitive learning 

algorithm, a process of self organization takes place [7]. 

The neuron that was declared winner updates its weights 

and migrates towards the current input location.  The 

migrated distance is equal to the distance between the 

neuron and the current location multiplied by the 

learning rate.  Similar to the winner neuron, the neighbor 

neurons are also updated with the same value multiplied 

by a penalty function also known as the neighborhood 

function. 

 

             
 

  absolute index distance function 

  the coordinates of current location 

w the winner neuron index 

 

       { 
                   

 
 

 

       the neighborhood function 

  the total number of sub networks 

  neighbor influence loss coefficient 

 

 

In one epoch all the locations are used as input 

of the neural network once. The network will enter 

another epoch if at least one neuron has changed its 

location in the last epoch with a distance       . This 

is also known as convergence condition. 

During the self organization process, the 

weights of the neurons asymptotically converge towards 

the values of cluster centroids. These weights are used 

afterwards to partition the locations into geographical 

regions. All the locations from one region will be 

interconnected by the same sub-network. When the 

neural network has converged, the weights of each 

neuron represent the coordinates of a cluster centroid. 

Each location is then associated with the cluster whose 

centroid is the closest.  

   

The clustering algorithm is the following: 

1. Initialize n neurons with random position 

distributed around the geometrical center of the 

locations   ̅̅ ̅   ̅̅ ̅ . Initialize learning rate 

     , energy loss coefficient      , epoch 

counter     and        

2. Initialize a list that contains all the locations V 

and perform a random shuffle   

3. Initialize a list with the initial location of each 

neuron 

4. For each location in the list 

o For each neuron select the neuron w 

closest to the current location   

o Adjust the neighbor neurons keeping in 

mind the index distance from the current 

neuron in the hierarchy 

5. Increment epoch 

Recent Researches in Applied Computer and Applied Computational Science

ISBN: 978-960-474-281-3 225



      
6. Adjust the neighbor influence loss coefficient by 

multiplying it with the learning rate. 

           

7. For each neuron calculate the distance    

covered during the last epoch using the list 

saved in step 3. 

o If          go to step 2. 

8. For each location in V find the closest neuron 

and assign the location to the cluster represented 

by the neuron 

 

4.3 Solving the optimum ring topology 

For solving the second part of the problem the following 

neural network architecture is used: 

INPUT LAYER

Ix

Iy .
.
.

ox1

oy1

Ox,2n

Oy,2n

OUTPUT LAYER

Ix

Iy

Ox,1

Oy,1

NEURON (Ox,Oy)=2D(x,y)
INPUT SET (Ix,Iy)2D(x,y)
CURRENT INPUT SET 2D(x,y)

 
Fig. 2 Neural network structure 

 

The inputs of the neutral network are two-dimensional 

and represent the coordinates of the location. There are 

exactly 2n neurons. Each has two weights corresponding 

to the two inputs that also represent the output. In 

addition to the traditional neural networks, the 

 neurons are linked together in a ring topology. Each 

neuron i is linked with two adjacent neurons with the 

rank ((i+1) mod n) and ((i-1+n) mod n).  

In each epoch a complete list of locations is 

generated and randomly shuffled. For each location, the 

neuron closest to the location is declared the winner. A 

neuron can only be a winner once in epoch and 

consequently only for one location. The weights of the 

neuron are adjusted to shift it towards the current 

location. The shift is equal with the difference between 

the winner neurons coordinates and the location 

coordinates multiplied by the learning rate. The rest of 

the neurons are updated in a similar way by the formula: 

 

                (      )            
 

     the output of neuron i in epoch t 

   the coordinates of current location 

  the learning rate 

w the winner neuron index 

     the neighborhood function 

       absolute index distance function 

 

                           
  the total number of locations 

  the coordinates of current location 

w the winner neuron index 

 

       { 
                  

 
 

  the total number of locations 

  absolute index distance function 

  energy loss coefficient 

 

  The algorithm for solving the optimum ring 

topology is: 

1. Initialize 2n neurons with the coordinate of a 

circle located in the geometrical center of all the 

locations    ̅̅ ̅   ̅̅ ̅ . Initialize learning rate 

     , energy loss coefficient      , epoch 

counter     and        

2. Initialize a list that contains all the locations 

designated to be part of the core ring and 

random shuffle the list. 

3. Initialize neuron winner list lw  

4. For each location in the list 

o For each neuron select the neuron w 

closest to the current location that is not 

in the list lw 

o Adjust the neuron’s weights and add it 

to the lw list 

o Adjust the neighbor neurons keeping in 

mind the distance from the current 

neuron in the hierarchy 

5. Adjust the energy loss coefficient by 

multiplying it with the learning rate. 

          
6. Increment epoch 

      
7. For each location L in the list  

o Initialize     

o For each neuron select the neuron 

closest to the current location as   

o            
8. If          go to step 2. 

9. For each neuron in index order i find the 

location      

o Skip if is the first one 

o Add to E part of the problem solution 

G(E,V) the link (         ) 

  

5   Model performance and results 
In order to test the performance of the model, a standard 

problem formulation was used. This formulation is 
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defined by: 200 locations that need to be connected 

along with their geographical locations, 10 sub-networks 

and 10 levels maximal depth allowed in a sub-network. 

All the points are located within an area of 1.5 km x 1.5 

km.  

 

 
Fig. 3 Model proposed network structure 

 

The performance of the solution is evaluated 

based on the cost of implementation as a function of the 

total amount of fiber optic cable used (less is better), 

along with the robustness of the network (more is 

better).  

In order to evaluate the robustness, several 

network failure events are randomly generated and used 

in all test cases in order to preserve consistency. All 

network events have the same duration in time, are not 

concurrent and affect only one node at a time. However, 

because of the network topology, a failure can affect 

more than one node. The first node of the ring is 

considered to be the network exit router. If during a 

network failure a node has no path towards the exit 

router, it is considered to be down. The robustness of the 

network is measured as the number of operational nodes 

divided by the number of network events and divided by 

the number of nodes.   

 

     {
                              

        
 

 

A(*) the availability function  

  the current node 

 

   
∑ ∑      

   
  
   

    
 

   the network robustness indicator  

   the total number of events  

N the total number of nodes 

  

  

 
Fig. 4 Total cable length of the proposed infrastructure 

 

The chart in Fig. 4 reveals the relationship 

between the total amount of fiber optic cable needed to 

build the proposed the infrastructure and the number of 

sub-networks. 

  The results indicate that the total amount of 

cable increases with the number of sub network. Also, it 

shows that there are two asymptotic limits both of the 

minimum amount and at the maximum amount of cable 

needed. These limits correspond to less than three sub-

networks and respectively more than twenty sub- 

networks.   

 

 
Fig. 5 Network robustness as a function of number of sub-

networks 

The result clearly shows the increase in robustness as the 

number of sub-networks increases. However, the 

increase is not linear, but more logarithmic in nature, as 

the robustness increase amount is getting smaller as 

more sub-networks are added. It is interesting to note, 

that even for three sub-networks linked in a triangle 

shape, the robustness is rather high (88%). 

 

6   Conclusions 
The purpose of our work was to create a network design 

model that allows an efficient planning of a metropolitan 

area network. The model has been calibrated and 

integrated in a network management system [8] that 

works with real geographical data. 
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  The proposed optical network design is a 

balance between cost and redundancy. Because of the 

hierarchical structure of the network solution and the 

methods involve in solving the problem it is impossible 

to obtain an exact optimum solution. However, the self 

organizing neural network algorithms used offer a very 

close approximation of the optimum solution. In [9] 

solutions for solving the optimum ring topology show 

results within 1.3% of optimality in comparison to other 

traditional approximation methods that are within 3% of 

optimality.  

  The model can also be used by management as a 

method of assessing the cabling cost involved in 

building the infrastructure. 

Although in real applications is not always 

possible to implement the exact proposed network and 

adjustment need to be made, the proposed network 

layout still offers very good results. 

Further extension of the model will take in 

account elements such as: including in the cost of the 

network the price of the media convertors, router 

interfaces and operational costs related to equipments.  

For a more realistic modeling of the sub 

network, information from the GIS system could be 

used, such as: road, underground ducks and building 

infrastructure data.  
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