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Abstract:  -  Recent  efforts  in  enhancing  security  systems  are  oriented  towards  so  called  multi-factor  
authentication. Such kind of authentication methodologies relay on the usage of two or more sources of data  
for identity retrieval. In this paper, a two factor authentication framework is experimented, which is based on  
biometric parameters. The proposed framework involves the acquisition of online signatures and pass-phrases  
as two different and independent sources of data. The goal of this work is to explore possible multi-factor  
solutions, which avoid the current need of passwords and/or other authentication gadgets.
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1 Introduction
Multi-factor  authentication  (MFA)  is  the  most 
diffused  solution  to  secure  identification  systems 
world wide. Examples of this approach are the two-
factor verification systems introduced by banks, in 
order  to  authenticate  users  during  online 
transactions  [1].  Additionally,  relevant  ICT 
providers  such  as  Google  [2]  are  moving  their 
authentication infrastructure towards this model.
In a multi-factor framework, people is authenticated 
by  means  of  something  they  know  (STK), 
something they have (STH) and something they are 
(STA).  From  a  simplified  perspective  biometry 
could be considered as a way to obtain information 
of STA type. In this paper we want to test biometric 
solutions from a different perspective.
Biometry is generally referred to as the science (and 
technology)  which  provides  information  about 
someone's  identity by means  of  his/her  biological 
traits.  Generally  speaking,  two  different  kinds  of 
biometric  traits  exist:  behavioral  and  physical. 
Behavioral  biometry  (BB)  tries  to  assign  unique 
habits  to  a  given  subject.  Examples  of  BB  are 
keystroke rhythm and signature pressure and speed. 

On the  other  side,  physical  biometry involves  the 
analysis of anatomic traits such as fingerprints, face 
or voice (actually voice indirectly represents vocal 
tract  anatomy  [3]).  In  this  paper  we  focus  our 
research on online signature recognition and speaker 
(voice) recognition.
Signature recognition is the ability to assign/verify a 
unique id to a given signature act, analyzed during 
its  realization  by  means  of  tablets.  Speaker 
recognition, on its turn, is the ability to assign/verify 
a unique id to a given pass-phrase. Moving from the 
fact that applying a signature is a behavioral trait, 
this element can be considered as the unique ability 
a  person  has  to  impress  a  paper  (rather  that 
transmitting a set of impulses at a given speed and 
pressure  [4]).  On  its  turn,  a  pass-phrase  can  be 
considered as both something a person knows (the 
content  of  the  pass-phrase)  and  something  the 
person  is  (the  frequency response  induced  by the 
vocal tract anatomy). In other terms we would like 
to explore the feasibility of a two factor biometric 
authentication  system  where  signature  is  used  as 
STK, while voice represents the STA component.
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2 Biometric models
The following section provides a brief description of 
methods  employed  in  this  paper  for  biometric 
authentication.

 2.1 Outline of a biometric system
Biometric  techniques  requires  that  specific 
parameters,  the  features,  are extracted from a row 
biometric  signal  (e.g.  a  voice  recording  or  a 
signature  on  a  tablet),  later,  a  statistical  model  is 
enrolled  against  such  features  and  stored  in  a 
specific facility along with an used ID. The model 
itself, also referred as a template, is used in order to 
provide a statistical representation of a given person. 
Recognition  is  then  performed  by  means  of 
similarity and typicality comparison.
Let F ={ f i with i=1,... , n} be  the  feature  set 
acquired by a biometric device at a fixed sampling 
frequency, and Θ0 be a template, a  similarity score 
S0 is defined as:

(1)

where P is the probability operator. If an alternative 
template Θ1 exists, it is possible to estimate a second 
typicality score S1 and retrieve the normalized log-
score (NLS) as:

(2)

Fixed an acceptance threshold θ, if NLS≥θ a subject 
is considered as the target of Θ0, that is he/she is the 
person  the  template  has  been  derived  from. 
Otherwise,  the  person  is  rejected  as  unknown. 
Usually, Θ1 is named Universal Background Model 
(UBM)  and  it  is  generated  by  pooling  together 
feature sets obtained from a reference database R. 
This model is expected to provide a good estimation 
of  the  probability  that  certain  features  can  occur 
among different people. 

In  other  terms  Θ0   accounts  for  the  similarity 
between a  template  and a  person's  biometric trait, 
while  Θ1  assesses  for  the  typicality  of  a  certain 
feature, that is, its frequency among a wide group of 
people.

The typicality allows a system to weight the actual 
similarity  between  a  template  and  a  feature  set, 
evaluating  how  much  original  a  component  of  a 
biometric trait is. 

The  acceptance  threshold  θ  is  usually  fixed 
empirically during a test session and is defined on 

an application basis. We define here θ=θEER , that is, 
the value for which an Equal Error Rate (EER) is 
attained [5].

 2.2 Models
The  so  named  UBM-GMM  model  is  widely 
employed in this paper for both signature and voice. 
This kind of model represents a special case of the 
Maximum A Posteriori (MAP) estimator for HMM 
parameters, described in [6].
In  order to compute  a proper  template,   Gaussian 
Mixture  Models  (GMM)  are  commonly  used 
(compare [7] among others). Given a number h of 
multivariate Gaussian distributions N(x,μj,Σj), with x 
being  a  vector  of  iid  random  variables,  a  GMM 
based template is defined as:

(3)

where  the  covariance  matrices  are  commonly 
constrained to diagonal form and weight coefficients 
(αj) are constrained in order to satisfy:

(4)

In  order  to  properly  compute  a  GMM  based 
template, the unbiased estimators for each mean μ j 

and covariance matrix Σj as well as the weights α j 

must be retrieved. A straightforward solution is the 
application of the well known iterative Expectation-
Maximization (EM) algorithm.

Anyway,  the  classical  EM  algorithm  needs  a 
relevant  number  of  data  for  its  estimates  to  be 
accurate enough. As a matter of fact, biometric traits 
do not provide such an amount of data. By applying 
MAP estimation,  templates  result  more  robust  to 
random  variation  of  biological  traits.  The  MAP 
algorithm interpolates at  each iteration of  the EM 
algorithm  between  the  UBM  parameters  and  the 
parameters retrieved by the EM itself.

MAP is widely used in speaker recognition and 
the  authors  in  [4]  have  successfully  proposed  the 
MAP for signature recognition tasks. Therefore, the 
templates used in this paper are based on the same 
computational model.

3 Features
This  section  describes  both  signature  and  speech 
features employed in this paper.

S 0=
1
n∑i=1

n

P ( f i |Θ0)

NLS=log ( S 0

S 1
)

Θ=∑
j=1

h
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∑
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h

α j N ( x ,μ j ,Σ j)dx=1
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 3.1 Signature
On-line  signature  recognition  requires  the 

employment of digitizing tablets.  Such tools allow 
to record several temporal patters, such as: the pen 
position on the tablet (x,y), its pressure (p).

In  [4],  the  authors  have  reviewed  the  signature 
process  from  a  physical  perspective.  Briefly,  the 
whole act of signature making can be reduced to the 
motion of a point in space (the pen tip); therefore, 
the  signature  can  be  described  by  the  classical 
problem  of  a  material  point  moving  in  a  bi-
dimensional space. According to classical equations 
of mechanics, a material point moving on a generic 
path can be represented by a dynamic system, where 
the state is defined by the vector (x,  y,  δ, ẋ , ẏ , δ̇ ), 
that  is,  point's  position  and instantaneous velocity 
(being  δ the  angular  velocity),  while  the  input  is 
defined  by  the  acceleration  provided  to  it  by 
external forces: ( ẍ , ÿ , δ̈ ). Moving from this model 
and  by  adding  the  pressure  information,  authors 
proposed the following feature vector: 

(5)

This  feature  vector  is  employed  again  in  this 
paper, computing a vector for each dataset acquired 
at 100Hz by a digitizing tablet.

 3.2 Voice
One of the most commonly used features in speaker 
recognition are Mel Frequency Cepstral Coefficients 
(MFCC) [8]. In order to increase the discrimination 
capability  of  a  speaker  recognition  system,  such 
features  are  associated with their  first  and second 
order  derivatives  in  a  manner  similar  to  the 
procedure  described  for  signatures.  Moreover  the 
first and second order derivatives of signal energy 
are  included  to  incorporate  user  habits  related  to 
loudness  modulation  in  voice.  MFCC are  used  to 
approximate the voice spectrum via discrete cosine 
transformation.  In  other  terms  by  varying  the 
number  of  MFCCs  a  more  or  less  accurate 
representation of the speaker voice can be attained. 
State of art uses from 13 to 19 MFCC. Thus, each 
feature  vector  accounts  for  41  to  59  parameters. 
Each feature vector is extracted from a 20 to 30 ms 
signal  window  (commonly  overlapped  Hamming 
windows are used). In this paper 20 ms Hamming 
windows are  employed,  extracting 13 MFCC plus 
their derivatives and energy derivatives, leading to 
41 parameters for each signal window.
Additionally,  the  average  energy  value  of  each 
window is  used  in  order  to  discriminate  between 

silence and actual voice in recordings. Windows are 
grouped by means  of  a  2  component  GMM. The 
windows belonging  to  the  GMM component  with 
the lower average energy are discarded as silence, 
while the others are employed for model training.

4 Experiment layout and results
The  experiment  proposed  in  this  paper  has  been 
conducted  by  using  chimeric  data.  A  biometric 
chimera is a set of  biodata obtained by  grouping 
biometric  traits  belonging  to  different  people.  In 
such a way, even if a multi modal  database doesn't 
exist,  it is possible to generate fake authentication 
sessions.  Researchers  have  warned  [9]  about  the 
overestimation  of  discrimination  capabilities 
induced by the usage of chimeric data. The authors 
are aware of this issue, nonetheless we consider that 
the  provided  results  still  provide  insightful 
information  about  the  strength  obtainable  by 
merging different biometric traits.
In the presented experiments, authors compare the 
reliability of signature based authentication methods 
with that of a fused system, where both voice and 
signature are used to discriminate people. In order to 
define the NLS of the fused system, independence 
of signature  and voice is  hypothesized,  leading to 
the following NLS formulation:

(6)

the  employed  dataset  involves  the  usage  of  38 
subjects. 19 of them are used to define the correct 
decision  threshold,  while  the  others  are  used  for 
validation,  that  is,  to  simulate  the  effective 
performance  of  the  system  during  its  runtime. 
During training,  8 simulated accesses per user are 
simulated,  for  a  total  of  152  tempted  accesses. 
Additionally 2682 fraudulent accesses are computed 
in order to evaluate system resistance to attackers. 
These  accesses  are  used  to  define  the  EER. 
Validation is performed with the same procedure, by 
using the other half of the user set.
The  following  table  resumes  the  results  of 
experiments:

System FA [%] FR [%] HTER [%]

Signature only 1.4 0.8 1,1

Voice only 14.5 21 17,75

Voice + signature 2 0 1

Table 1:  system reliability in terms of false acceptance 
(FA), false rejection (FR) and half total error (HTER).

f '=[ x , y ,δ , p , v , δ̇ , ṗ , v̇ , δ̈ , p̈ ]

NLS tot=NLS signature+NLS voice
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4 Discussion and conclusion
The basic system (signature only) provides a quite 
good  performance,  with  an  half  total  error 
(  (FA+FR)/2 )  of  1,1%.  Even introducing a  weak 
biometric model, as the speaker recognition one, the 
final  HTER  is  decreased  of  9%.  Such  an 
improvement  is  attained  with  a  relevant 
improvement in user experience, as no rejection is 
emerged  during  tests  for  authorized  people.  The 
need  to  re-authenticate  themselves  due  to  system 
errors  is  a  non  neglectable  issue  in  real  life, 
therefore  this  attainment  is  as  good as  the  HTER 
reduction.  Nonetheless,  this  improvement  is 
connected to an increased amount of access grants 
provided  to  non  authorized  people.  Being  this  a 
major security risk, the presented framework do not 
represents  a  definitive  solution  for  real  world 
applications.
Eventually,  the  decrement  in  the  global  error 
(HTER)  shows  that  purely  biometry  systems, 
adequately fused, can lead to interesting results in 
multi-factor  authentication,  therefore,  major  study 
will  be  dedicated  in  this  direction,  in  order  to 
overcome  the  current  need  of  passwords  and/or 
other authentication gadgets.
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