Pareto-Based Approach to the Optimization of Schedule for the Polymeric Composite Structures Cure Process
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Abstract: - Resin transfer molding is a widely used composite material manufacturing process that produces high-strength and lightweight parts for various industrial applications. In order to manufacture defect-free parts with consistent material properties, it is important to control process parameters throughout the entire volume of the molded part. Usually a curing schedule includes a pre-warming to the resin viscosity reaches a minimum, further applying of pressure, and finally consolidation of resin at elevated temperature to its full polymerization. To ensure the uniformly state of the composites across the thick-walled products, we propose a model-based approach to the problem of optimal control synthesis using a mathematical model for curing an epoxy-based composite structure with varied thickness. The PDE system linking a kinetic equation with heat transfer equation takes into account an exothermic heat, a phase transition of resin from liquid to gel and further to the solid state, and well describes the cure process which is controlled by independent heat sources. To synthesize the multi-objective optimal control law, we perform the transient analysis of the developed model to calculate the coordinates of Pareto points in the 8-dimensional space of design variables. An efficiency of such approach in the manufacturing applications we demonstrate on example of cured glass-epoxy composite part with a varied thickness.
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1 Introduction
High performance polymeric composites are increasingly used in aircraft and ship structures due to its good strength, elastic properties, corrosion resistance, and durability. Resin transfer molding is a popular manufacturing process for composite materials because of its ability to manufacture complex-shaped parts with high efficiency and low pollution. This process begins by the placing of a pre-weighted amount of premixed compound in a heated mould. As the mould closed and heated, the resin matrix material flows and fills the mould cavity and the fine crevasses between the fibers in a composite part. The application of pressure and elevated temperature causes the raw prepreg material to make the desired shape, defined by geometry of the mould, pressure is applied when the mould is in a closed position. At the first stage of curing the resin viscosity reaches a minimum, caused by outside heat and the heat of reaction of the functional groups, and then increases rapidly due to molecular chain extension. The next step in the reaction is gelation - when the chains start to cross-link, the resin no longer flows and most individual reaction rates decrease markedly. The third step at high cross-linking is vitrification [1 - 3].

The mould is heated by the set of electric elements, and their temperature is monitored and controlled by the automatic control loop [1, 2]. Heat-up rates, cool-down rates, and applied pressure are controlled together to ensure even curing throughout the part and to reduce the possibility of residual stresses causing structural deficiencies or distortions [1, 3-5]. The need for complex heating/pressure cycles is necessary to accommodate the requirements of the chemical reactions and to ensure that the resin viscosity is optimum when pressure is increased. So, because the viscosity of the resin falls with increasing temperature until the resin begins to chemically cross-link (gel), it is important that pressure is applied before gelation occurs to allow removal of entrapped gases and removal of excess resin. This would avoid the severe porosity and resin-rich areas.
To reduce the cure time, sometimes an increasing the cure temperature or using a preheating of resin by some manners, which provide faster crosslinking reactions, are used [6]. But this can lead to significant loss of the composite product quality, which appears in the forms of large shape distortions and delaminations. In general, residual stresses and shape distortions will increase with increased cure temperature [2, 3, 4]. To avoid this problem in the some cases gelled the resin at low temperature and slowly increased the temperature by a linear ramp up to its maximal value [1, 2, 7]. The temperature-time law usually incorporates the dwell sections (isothermal hold) to prolong the time for consolidation and volatile removal. This hold also pre-reacts the resin and reduces the danger of intensive exothermic reactions that can occur in thick laminates [3], and also allow the temperature to become more uniform; this is very important in components with large variations in thickness.

The main difficult in the large composite parts manufacturing is unobservability of the state of material during cure process. The known methods including Differential Scanning Calorimetry, Raman Spectroscopy, and Dielectric Analysis can be effectively used at the laboratory conditions only [8]. Therefore, a model-based control strategy used here assumes the formulation a mathematical model of the controlled cure process, that allow an access both the observed and the hidden parameters of the process, and to build the control law [9, 10].

The presented model of the epoxy based composites curing incorporates the kinetics of the thermoset reactions, changing its phase state, thermal capacitance during cure, heat transfer in the whole technological system and multi-input control of the heaters. On the basis of this model we formulate and solve the problem of synthesis optimal temperature schedule using the Pareto frontier approach. This approach is a very efficient at the cases where process quality is characterized by the two or more objectives. Most often, these objectives are not equal in importance and difficulty of achieving them. This inequivalence may be due to strong technical constraint on the controllable parameters (design variables) and also by the self nature of the controlled plant. At the most often used approach when one objective is constructed and incorporates all quality criteria, it is difficult to determine a weight of each objective and to estimate a possibility of achieving their optimal value. Moreover, for the complex process the optimal solution is not a unique point, but a set of the feasible points in a multidimensional space of quality criteria.

### 2 The Kinetics Equation of Studied Epoxy Resin Cure

First description of the cure process given by the kinetic equation is applied by Kamal [11] for epoxy resin and used with some extensions in many works, e.g. [12 - 16]. The primary depending variable whose behavior is described by a kinetics equation is degree of cure (i.e. conversion) which is defined as an amount of evolved heat during the exothermic reaction \( \alpha = Q(t)/Q_o; \quad \alpha \in [0,1] \), where \( Q(t), Q_o \) are an actual and the total heat during the polymerization of unit mass, respectively [11, 12]. For some kinds of thermoset plastics, different forms of kinetic equations have been proposed and derived using Differential Scanning Calorimetry - DSC (see e.g. [13-16]), but these forms of equations are not satisfactory due the two-modal dependencies \( d\alpha/dt(\alpha) \) (see Fig. 1) that have been reconstructed from the DSC scanning data.

To describe such kinetics dependencies a new kinetic model and empirical dependence for heat capacity \( C_r(\alpha) \) have been proposed [17]

\[
\frac{d\alpha}{dt} = \left[ A_1 \cdot \exp\left(\frac{-E_1}{RT}\right) \cdot e^{H(\alpha - \alpha_s)} + A_2 \cdot \exp\left(\frac{-E_2}{RT}\right) \cdot e^{H(\alpha - \alpha_s)} \right] \cdot (1 - \alpha) \tag{1}
\]

\[
C_r(\alpha) = \left[ C_f - (C_f - 1.15C_v) \cdot H(\alpha - \alpha_s, \delta\alpha) \right] \cdot \left(0.8 + 0.2e^{-\alpha}\right) \tag{2}
\]

where \( A_1, A_2, E_1, E_2 \) are the kinetic model parameters defined by smoothing the kinetic curve; \( C_f \) and \( C_v \) are the specific heats of uncured (liquid) and fully polymerized (solid) resin respectively; conversion \( \alpha_s \) corresponds to the jump of heat capacity at the phase transition; and the width of the jump in the smooth Heaviside function \( H \) for the studied resin have defined by these empirical relationships

\[ \alpha_s = 0.05 + 0.45 \tan h^2(7T/12); \quad \delta\alpha = 1 + 0.4[1 - \exp(T/15)] \]

Equation (2) describes the jump of the heat capacity at the phase transition, and “broadening” of
this jump with increasing heating rate. Relationship for the dependency of resin thermal conductivity is similar to (Eq. 2) can be obtained after a replacement $k_r \rightarrow C_r^s; k_r \rightarrow C_r^s; k_r \rightarrow C_r^s$. Both empirical dependencies for the specific heat and thermal conductivity on the degree of cure are shown in Fig. 2.

where density of composite material is defined through the densities of resin $\rho_r$, density of the reinforcing fibers $\rho_{fb}$, and relative quantity of fibers $\nu_{fb}$ according to the mix rule [19]

$$\rho_c = \rho_{fb}\nu_{fb} + \rho_r(1-\nu_{fb}),$$ (4)

the heat transfer coefficient of filled composite [18, 19]

$$k_c = k_r \frac{(1+\nu_{fb})k_r + (1-\nu_{fb})k_r}{(1-\nu_{fb})k_r + (1+\nu_{fb})k_r}.$$ (5)

In the last equation an actual value of heat transfer coefficient $k_r$ for the resin matrix is defined by a function of conversion

$$k_r = [k_r - (k_r - 1.145k_r)H(\alpha - \alpha_0, \delta \alpha)] \left[0.8 + 0.02e^{-\alpha}\right].$$ (6)

The specific thermal capacity $C_c$ of composite in Eq. 3 is also defined by the mix rule

$$C_c = C_{fb}\nu_{fb} + C_r(1-\nu_{fb}).$$ (6)

Heat transfer equation (3) is coupled with the kinetics equation (1) for conversion $\alpha(r, T, t)$ which is a function of space coordinates, temperature, and time.

All above equations are active in the spar body only, and the heat transfer equation (3) with appropriate coefficients is active everywhere. All boundary conditions depend on the cured piece and mould geometry (see Fig. 3) and also on the scheme of controlled heating. On the end surfaces the insulation boundary conditions have been set

$$-\mathbf{n} \cdot (-k \nabla T) = 0; \quad -\mathbf{n} \cdot (-\nabla \alpha) = 0.$$ (7)

At the interfaces between metal and cured composite continuity boundary conditions are used

$$-\mathbf{n}_s \cdot (-k \nabla T) - \mathbf{n}_m \cdot (-k \nabla T) = 0,$$ (8)

where lower indices indicate: $s$ – composite spar, $m$ – metallic mould and mandrel, and $\mathbf{n}$ is the unit normal vector to the boundary.

Due to changes of the cured spar cross section (see Fig. 3) the heat is applied to the external surface of a mould by a set of independently controlled electric heaters. Because the cured spar has geometry with symmetry, in the finite element implementation we study only half of the curing system that is heated by two spatially separated heaters that painted by a red color on a Fig. 4. The boundary conditions for the incoming heat flux are

$$-\mathbf{n} \cdot (-k \nabla T) = q(y, z, t).$$ (9)
Conversion from CAD format of previously developed model (see Fig. 3, a) to the FEM format (see Fig. 3, b) was performed by Comsol Multiphysics built-in converter. FEM model was formulated by coupled Heat Transfer and Partial Differential Equation (PDE) modes where the kinetics equation (1) was presented in the standard PDE form. A ready model can be simulated for performing of static and transient analyses in a real time.

To achieve a good flexibility of control providing the uniform distribution of conversion inside the cured composite piece immediately before applying of compressive pressure as well as at the end of full curing cycle, both electric heaters (see Fig. 4) should be controlled by its own law, i.e. time dependency of performance. These dependencies must be written as a function of time, depending on the parameters, the number of which should provide the necessary flexibility. On the other hand, it is desirable to this number be small as possible to diminish the number of degree of freedom for the optimization problem. Moreover, the objective functions (which to be determined) should be enough sensitive to the variation of these parameters. It has been established that good parameterizations for the one step heating (to the gelation or to full curing states) is the following (see Fig. 5)

\[
Q(t) = \begin{cases} 
Q_0^1 \cdot \tanh^2(t/\tau_1) & at \ t \leq 2\tau_1 \\
Q_0^0 \left[ 1 - e^{-2(\tau_1/\tau_2)} \right]^2 & at \ t > 2\tau_1 
\end{cases}
\]

where \(Q_0^1, Q_0^0\) are the parameters determining the peak and stable values of the generated heat flux, and \(\tau_1, \tau_2\) are the time constants. This law provides the gradually increasing heat flux then reaches its maximum value, and afterwards decreases and moves to the stationary value, which depends only on the heat energy which radiates from the mould surfaces (see Fig. 6).

**Fig. 5. Two examples of time-dependence for the heaters performance**

**4 Optimization Problem Statement**

Two different stages of the curing process can be optimized independently - the stage of resin gelation and applying pressure, and further for the stage of fully polymerized solid state starting from the optimal state that has been founded on the previous step. Below we present the developed approach on example of most important first stage of gelation state. For the considered case of two electric heat sources there are 8 parameters \(\{Q_0^i\}_{i=1..4}\) and \(\{\tau_i\}_{i=1..4}\), which fully determine the control input signals.
As the curing quality criteria we assume the averaged value of conversion \( \alpha \) which should be as close as possible to the desired degree of cure \( \alpha \) at the end of monitored curing stage – instant of applying pressure

\[
\langle \alpha - \alpha \rangle = \frac{\int_{\Omega} (\alpha - \alpha)^2 \, d\omega}{V},
\]

and standard deviation of degree of cure

\[
\langle \Delta \alpha \rangle = \frac{\int_{\Omega} \alpha - \langle \alpha - \alpha \rangle \, d\omega}{V},
\]

that were calculated by integration over the whole cured composite volume \( V \). These integrations have been performed at the end of the simulated real time \( T_F \) which could be assigned arbitrarily. Variation of \( T_F \) could slow down or speed up the overall cure time. Such constraint is similar to the same used in [20-22].

We use here the Pareto approach, supposing assignment a set of choices for all components of objective that are Pareto efficient. By restricting attention to the set of choices that are Pareto-efficient, we can make trade-offs within this set, rather than considering the full range of every parameter. We have a design space with 8 real parameters \( \{Q_i\}_{i=1,4}, \{\tau_i\}_{i=1,4} \), and for each design space point there used 2 different quality criteria \( \langle \alpha - \alpha \rangle \) and \( \langle \Delta \alpha \rangle \). The function \( f : \mathbb{R}^n \to \mathbb{R}^2 \) assigns to each design space point \( \mathbf{x} \) a criteria space point \( \mathbf{y} \). So, let \( \mathbf{X} \) be a set of feasible designs in \( \mathbb{R}^8 \), then the set which represents the feasible criterion points is \( \mathbf{f}(\mathbf{X}) \), and the image of the set \( \mathbf{X} \) under the action of \( \mathbf{f} \) is \( \mathbf{Y} \). The Pareto set was constructed as a subset of \( \mathbf{Y} \) of the feasible criterion points.

Due to large dimension of the design space \( \mathbb{R}^8 \), the number of simulated designs can be very big, and will require sizable computation time. To reduce it, we simulated only half of the mould geometry and performed calculation consistently narrowing the range of the design variables and approaching the area of acceptable values. The subset \( \mathbf{Y} \) of the feasible criterion points were assumed as rectangle

\[
\mathbf{Y} = \{ \langle \alpha \rangle \leq 0.28, 0.31 \}, \quad \langle \Delta \alpha \rangle \leq 0.001 \}
\]

where constraint on \( \langle \Delta \alpha \rangle \) corresponds to the maximum dispersion of \( \alpha \) equal to 0.005. The maximum performance of both heaters is bounded by its real magnitude.

To reproduce topology of the Pareto set, the number numerical experiments at the curing time \( T_F = 3 \) hours has been performed. The structure of the feasible criteria subset is presented in Fig. 6.

Fig. 6. Scatter plot for points with the feasible criteria

Our numerical experiments have been demonstrated that for the given value \( T_F = 3 \) hours the desired value of averaged conversion \( \alpha \) is reached easily, while providing variation \( \langle \Delta \alpha \rangle \) within a restricted interval encounters difficulties. So, all plots presented below were calculated at the values of \( \langle \alpha \rangle \), that satisfy constraints (14), i.e. these values belong to the Pareto set or to the Pareto frontier. These plots are the reconstructed projections of the criteria points set on the subspaces of design variables. All contour lines on level ‘3’ depict projections of the boundaries of Pareto feasible set on the design subspaces of \( \mathbb{R}^8 \), which is projections of Pareto frontier. To improve a visibility of plots all calculated values \( \langle \Delta \alpha \rangle \) have been transformed according to the rule

\[
\frac{\langle \Delta \alpha \rangle}{\langle \Delta \alpha \rangle} = \begin{cases} 
-\log(\langle \Delta \alpha \rangle) & \text{if } \langle \Delta \alpha \rangle > 0, \\
0 & \text{otherwise.}
\end{cases}
\]

Legends of the coordinate axes in Fig. 7,8 correspond to the parameters in Eq.11. The parameters \( \{Q_i\}_{i=1,2} \) depicted as Q1_w, Q1_n, Q2_w, and Q2_n, where indices ‘1’ and ‘2’ match to the stages of growing heat flow and reducing heat flow, respectively. Here and after indices ‘w’ relate to the heater installed against thick-walled part of the spar, whereas indices ‘n’ – to the heater that heats the thin-walled part. Time constants \( \{\tau_i\}_{i=1,2} \) were expressed in terms of accepted unit of time equal to \( T_F / 18 \), and the coefficients \( k_{rln}, k_{rlw}, k_{r2n}, k_{r2w} \), so that, for instance \( \tau_{nlw} = k_{rlw} \cdot T_F / 18 \).
5 Results and Discussion

Fig. 7, a shows that maximum heat flow for thick-walled part should be more intensive at relatively slow rate of heating. To ensure the dwell section on the temperature schedule, the rate of decreasing heat flow for the thin walled section must be reduced. This choice allows to eliminate an undercooling of thin part. The locations of the level lines corresponding to the best values of the criterion $\Delta \alpha$ on two plots for the time constants (see Fig. 8) suggest the feasibility of the slower process may be contrary to the requirements of the fastest technology. It is obvious, for the shorter cycle $T_r$ the Pareto set will be less than presented here.

To quantitatively estimate the obtained optimization results, our cure system has been simulated at three different schedules with the values of parameters suggested by Pareto analysis and depicted in Figs. 7, 8 by the own markers. These simulation results are presented in Figs. 9 and 10, where dependencies for the first schedule are drawn by solid lines and marked by a diamond, for the second schedule – by the dashed lines with a hexagram marker, and the third schedule- by the dotted lines with a pentagram marker. In Fig. 10 the bold lines relate to the heaters installed against thick walled (root) part of a spar, whereas the fine lines depict the dependencies of an inward heat flow generated by the heaters installed against the thin walled (tip) parts.
All three schedules provide a required value of conversion after three hours of curing, but standard deviation of conversion for the third schedule (pentagram marker) exceeds a predetermined value 0.001. The parameters of heating laws (see Eq. 11) for this schedule are outside the Pareto set.

The second schedule (marked by a hexagram) provides the best uniformity of a conversion distribution, but this uniformity is achieved by cooling the outer walls of the mould (see Fig. 10). Such a solution encounters the technical difficulties and may not be appropriate due to conditions of manufacturing. However, the required value of $\langle \Delta \alpha \rangle$ criterion is achieved after 2.1 hours, although the minimum conversion level 0.28 is not reached. This suggests the possibility of modifying the schedule parameters for faster achieve the desired state of the composite.

The most suitable schedule for the 3 hours process duration is the first, whose parameters are located near Pareto frontier. It is quite obvious that many appropriate schedules constructed in a Pareto set area can be applicable taking into account various kinds of constraints (technological, economical, etc.).

So, Pareto optimization approach has demonstrated a good flexibility satisfying the optimization criteria together with other constraints. Evidently a similar analysis is necessary for a new developed technology and at any changes of components and desirable curing schedule.

6 Conclusion
The model of spatially distributed curing process of epoxy matrix polymeric composite was developed and implemented using FEM. To synthesize the multi-objective optimal control, we perform the transient analysis of the developed model using the projections of Pareto points set on the 8-dimensional space of design variables. Effectiveness and eventual way to use in practice of the proposed method is illustrated on example of optimal control synthesis for the closed mould curing of composite spar.
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