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Abstract: - Environmental data analysis is one of the most important issue for assessing the impact of polluting 

agents in areas in which human activities have altered the standard natural development and evolution of air, 

water and ground. In particular, physical and chemical polluting agents need to be monitored and controlled, in 

order to reduce the dangers to human health due both to long term and to short term, but high level, exposures. 

In this paper, the attention will be mainly focused on the assessment and prediction of acoustical noise, and 

partially to air pollution data analysis. A review of some of the literature methods will be presented and two 

recent approaches will be sketched in the central section. The merging and intersection of more than one 

pollutant analysis will be finally discussed. In the author’s opinion, these techniques should be encouraged and 

represent the future perspectives of environmental data analysis. In fact, the possibility of performing a 

complex field measurement campaign, able to record more than one pollutant data, can help in building reliable 

models, based on advanced mathematical and physical methods. 
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1 Introduction 
The study of physical and chemical polluting agents, 

such as acoustic noise, electromagnetic field, air 

pollution, etc., is a crucial point in environmental 

impact analysis nowadays. Both in urban and rural 

areas, several human activities affect the natural 

development of air, water and terrain. Several 

literature papers are focused on the analysis of 

environmental impact and some of them define 

indexes able to monitor a single pollutant. In [1], for 

instance, the authors proposed a complex index, 

able to consider the contribution of several 

pollutants in a single number, with appropriate 

weights. 

The greatest risk perception is commonly related 

to air pollution, probably because it affects almost 

all the human senses. In [2], for instance, the effect 

produced by exposure to ozone concentration are 

reported, in order to motivate the need for an 

advanced modelling of this pollutant slope over 

time.  

Besides air pollution, acoustical noise is also 

perceived as annoying, especially in urban areas, 

where noise levels are very high, and in rural areas, 

where, due to the very low background noise level, 

any noise source is felt as a high disturbance reason. 

In any case, the effect of the exposure to high noise 

levels are reported, for instance, in [3], regarding 

road traffic noise,  and in [4], more in general, both 

from the auditory and non auditory point of view. 

Because of these effects on human health, 

research on pollutants modelling and simulation has 

been largely pursued, with different approaches, 

producing many results, as reported in Section II. 

The aim of this paper is, on one side, to briefly 

report some of the literature adopted models and, on 

the other side, to present more recent procedures, 

that can be applied to different pollutants. The 

author will focus in particular on acoustical noise 

and air pollution: some of the results obtained in the 

last years will be presented and two recent models 

will be recalled. These are the Time Series Analysis 

model and the Poisson processes analysis. Then, 

future development possibilities and horizons will 

be briefly described, especially in terms of 

integrated models, that are models able to deal with 

more than one pollutant. 

 

 

2 Literature review 
Acoustical noise and air pollution have been deeply 

investigated from several points of view. Each 

scientist or engineering approached the problem 

from a personal experience and education starting 
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point, producing a very large literature basis. For the 

sake of brevity, the author will not report all the 

possible approaches but will focus on some of them. 

The most important problem in modelling and 

simulating acoustical phenomena is the intrinsic 

random feature of sound produced by almost any 

source present in urban areas. Since the most 

annoying sources are related to transportation 

systems and infrastructures, one cannot predict how 

many cars/sources will run on a certain road, and, 

when one can do that, for instance in the case of 

scheduled trains running on railways, it is very 

difficult to predict which will be the speed, the air 

density and temperature, the propagation conditions, 

etc.. Resuming, even if some parameters can be 

achieved, the noise production and propagation 

phenomenon is so complex that it is quite 

impossible to have an analytic and precise 

description. For this reason, statistical models have 

been firstly developed, for instance in the case of 

road traffic noise [5].  

Even if at the beginning of Traffic Noise Models 

(TNMs) implementation, they had a quite good 

success, the growing of road infrastructures, of cars’ 

number, the changes in driving habits, the 

development of new technologies, etc., lead to an 

increase of precision need. For instance, the 

statistical models didn’t consider the speed of cars 

(except in some cases but only with additive 

correction) but only the number and the percentage 

of heavy vehicles. This means that if one has a 

certain number of cars, the statistical models do not 

distinguish if these cars are running on a highway, 

are braking because approaching a road intersection 

or are completely stopped because jammed during 

rush hours. Of course the noise produced in these 

three cases is much different. In [6] the comparison 

of some of these statistical models with 

experimental data is reported, with evident 

disagreements (Fig. 2).  

A typical, three parameters formula for a 

statistical TNM is: 

 

𝐿𝑒𝑞 = 𝐴 log 𝑄[1 + 𝑃

100
(𝑛 − 1)] + 𝑏 log(𝑑) + 𝐶   (1) 

 

where Leq is the hourly acoustic equivalent level, 

Q is traffic volume (flow) in vehicles per hour, P is 

the percentage of heavy vehicles, n is the acoustical 

equivalent and d is the distance from observation 

point to center of the traffic lane. The A, b and C 

coefficients may be derived, for a fixed investigated 

area, by linear regression methods on many Leq data 

taken at different traffic flows (Q, P) and distances 

(d). The acoustical equivalent, n, (defined as the 

number of light vehicle that generate the same 

acoustic energy of a heavy one) can be estimated 

both by regression method or by single vehicle 

emission measurements. 

Improvements to formula (1) have been proposed 

by the author, for instance in [7]. The introduction 

of the dependence of source power level from 

speed, both for light and heavy vehicles, is the key 

point of this paper: 
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α and β are parameters of experimental data fit, 

reported in the study of Steven, performed for the 

German Environmental Agency [8]. 

 

 

 
Fig. 1: Comparison between different Traffic Noise 

Models, with fixed parameters (see legenda) [5]. 

 

 

 
Fig. 2: Simulated versus Measured Leq, for both sites 

and all the measurements, [6]. 
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The final expression for the equivalent level is: 
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that can be related to formula (1) by the position: 
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This time the traffic flow Q (in particular the 

acoustic equivalent) and the C parameter depend on 

speed. 

In [9-22], several different approaches are 

reported regarding road traffic noise (resumed in 

[23]), considering predictive software, field 

measurements, intersections, non standard 

conditions, etc., and other noise sources, such as 

railways, wind turbines, industrial settlements, etc..  

These studies, together with the growth of 

available data and computing resources, represent 

the starting point of an increasing interest in 

dynamical modelling. Dynamical models, many of 

them developed in traffic theory framework, are 

starting to be implemented in road traffic noise 

control [24-27]. Even if there is a bigger effort in 

setting up the model, in the parameters identification 

and in the computational part, the preliminary 

results are very encouraging. 

Regarding air pollution, the need for modelling 

and control is strictly related to the growing of 

industrial activities and transportation duties. In 

[28], for instance, a detailed analysis on of benzene, 

toluene, ethylbenzene, and xylenes (BTEX) field 

measurements taken in Mexico, is performed. The 

Principal Component Analysis method is adopted 

and very interesting results are reported, in terms of 

correlation between different pollutants and between 

certain human activities and highest concentrations. 

More analysis can be found in [29-34] where 

several approaches are adopted, such as neural 

network, multivariate analysis, principal component 

analysis, etc.. 

 

 

3 Recent models 
Besides the models presented in section II, different 

procedures have been recently developed. In this 

section, two approaches will be presented because 

they represent the connection point between 

different pollutants analysis. Both of them, in fact, 

have been adopted on acoustical noise and air 

pollution separately. 

 

 

3.1 Time Series Analysis 
The first procedure is the Time Series Analysis 

(TSA). These models, largely  adopted  in  several  

disciplines, have been applied to road traffic noise 

data in [35] and [36] and to carbon monoxide 

concentration in [37].  

The main aims of these kind of models are 

basically the recognition of the phenomenon under 

study by means of data trend and periodicities 

reconstruction, and the prediction of future values of 

the time series. Thus, a general procedure may be 

resumed as follows: 

 

 Possible seasonal effect detection in the 

data set 

 Lag (periodicity) evaluation 

 Smoothing (removal of periodicity) of 

the calibration data time series 

 Trend and seasonality evaluation 

 Error evaluation (difference between 

observed and forecasted values in the 

calibration dataset) 

 Final model drawing and validation 

 

The description of the steps listed above can be 

found in details in [35] and references therein, 

where different approaches, in particular additive 

and multiplicative, are presented and briefly 

discussed. The choice the author generally adopts is 

a mixed approach, that is multiplicative between 

trend and seasonality, and additive for the error 

component: 

 

𝐹𝑡 =  𝑇𝑡𝑆𝑖̅ + 𝑚𝑒      (4) 

 

where Ft is the model prediction, Tt is the trend, 𝑆𝑖̅ 

is the seasonal coefficient, me is the mean of the 

error et, defined as actual value (At) minus forecast 

(Ft): 

 

𝑒𝑡 = 𝐴𝑡 − 𝐹𝑡     (5) 

 

Let us underline that TSA models are mostly 

adopted when the data sets follow recurring 

seasonal patterns. 

A common plot that can be reported is the 

superposition of observed values and model 

forecasts. In Figure 3, for instance, the two models 
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presented in [36] are plotted versus the night noise 

levels used in the calibration phase. The two models 

are characterized respectively by a single and a 

double seasonality implementation. In this case, in 

fact, the data exploit a short term periodicity (daily) 

and a long term one (about 4 months). 

It is interesting to notice that the double 

seasonality model is much better than the single 

one, because of the ability to reproduce the low 

frequency (long term) periodicity. 

 

 
Fig. 3: Single (top) and Double (bottom) seasonality 

Time Series model plotted versus time, together with 

observed nightly noise level data [36]. 

 

Evaluating the error, i.e. the difference between 

observed data and model forecast in each time 

period t, a quantitative analysis of the model 

performance can be done. In particular, time series 

models have a very good performance when data 

have an intrinsic periodic feature, such as in [35]. 

Looking at the histogram of the errors (Figure 4) 

and at the error statistics (Table 1), it is easy to 

notice a very narrow error distribution and the null 

error mean value, with very low standard deviation. 

In [35], the error was always below 1 dBA. This is 

an outstanding result, almost never achieved by 

common noise models. In [36], Figure 5 and Table 

2, the performance are a little worse than the 

previous case, but still very good in terms of 

prediction ability of the model. 

Let us remind that these histograms and statistics 

are evaluated on the calibration datasets. The real 

test of the model is done during the validation 

phase, that is evaluating the performance of the 

model compared with data not used in the 

calibration. This generally furnishes the real ability 

of the model to predict the future behaviour of the 

data.  

 

 
Fig. 4: Frequency histogram of the errors calculated on 

the model calibration, performed on the first 150 daily 

noise level data [35]. 

 
Table 1: Summary of statistics of the error distribution 

evaluated on the calibration daily noise levels [35]. 

Mean 

[dBA] 

Std.dev 

[dBA] 

Median 

[dBA] 

Min 

[dBA] 

Max 

[dBA] 

skew kurt 

0.00 0.30 -0.09 -0.81 0.72 -0.03 -0.1 

 

 
Fig. 5: Frequency histogram of the errors calculated on 

the model calibration dataset, performed on the 474 night 

noise levels dataset [36]. 
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Table 2: Double seasonality model summary statistics of 

the error distribution evaluated on the calibration night 

noise levels dataset [36]. 

Mean 

[dBA] 

Std.dev 

[dBA] 

Median 

[dBA] 

Min 

[dBA] 

Max 

[dBA] 

skew kurt 

0.02 0.74 0.15 -3.93 1.99 -0.79 1.72 

 

 

 

 
Fig. 6: Observed and predicted CO concentrations, 

during January 2013 (i.e. first validation dataset) [37]. 

 

 
Table 3: Summary of statistics of the error distribution, 

evaluated on the first validation dataset of CO 

concentrations (January 2013) [37]. 

Mean 

[ppm] 

Std.dev 

[ppm] 

Median 

[ppm] 

Min 

[ppm] 

Max 

[ppm] 

0.34 1.09 0.03 -0.75 8.00 

 

 

 
Fig. 7: Frequency histogram of the errors calculated on 

the first validation dataset of CO concentrations, 

performed on the 744 January data [37]. 

 

For instance, in [37], in the carbon monoxide 

application, even if the general results in the 

calibration phase are not very encouraging, because 

of strong local variations, there are some months in 

which the model, calibrated on the entire 2012 year, 

gives good results. This is the case of the validation 

done on January 2013, with respect to the validation 

done on May 2013. In the former case, January, 

probably because of climate conditions and 

variations, the CO concentrations strongly 

oscillated, with respect to the general trend and 

periodicity, resulting in an evident underestimation 

of the model, confirmed by plot of the forecasts 

(Figure 6), error statistics (Table 3) and histogram 

(Figure 7). 

In May 2013, instead, the model better 

approximates the observed data, probably because 

in this period of the year, the phenomena that caused 

the local oscillations are negligible. Results of the 

model forecasts evidently improve in this case, as 

reported in Figure 8, Table 4 and Figure 9. 

 

 

 
Fig. 8: Observed and predicted CO concentrations, 

during May 2013 (i.e. second validation dataset) [37]. 

 

 

 
Table 4: Summary of statistics of the error distribution, 

evaluated on the second validation dataset of CO 

concentrations (May 2013) [37]. 

Mean 

[ppm] 

Std.dev 

[ppm] 

Median 

[ppm] 

Min 

[ppm] 

Max 

[ppm] 

-0.01 0.20 -0.02 -0.58 0.84 
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Fig. 9: Frequency histogram of the errors calculated on 

the second validation dataset of CO concentrations, 

performed on the 744 May data [37]. 

 

 

3.2 Time Series Analysis 
The second method that will be presented in this 

section regards the application of homogeneous or 

non-homogeneous Poisson processes.  

In [38] and [39], Rodrigues et al. developed and 

applied the model to air pollution, in particular to 

ozone concentration, while in [40] and [41] the 

same procedure is applied to environmental noise 

data, produced by road traffic noise [40] and 

measured in proximity of an airport [41]. 

The Poisson process, counting the number of 

times that a pollutant level surpasses a given 

threshold, is used to estimate the probability that a 

population is exposed to high levels of the selected 

pollutant, a certain number of times in a given time 

interval. The rate function of the Poisson process 

can be assumed to be of different functional forms. 

For instance, in [40] and [41] a Weibull type (power 

law) is chosen.  

In general, the first step is the calibration of the 

model, i.e. the evaluation of model parameters, that 

are the coefficients of the rate function. This 

evaluation can be performed in different ways, such 

as maximization of the likelihood function or 

MonteCarlo Markov Chain (MCMC) methods. In 

the latter methods, the prior distribution for the 

parameters can be non-informative or informative, 

depending on the knowledge of the phenomenon 

under study. The maximization of the likelihood 

function can be used in order to have better starting 

points for the Markov Chains of the MCMC 

method.  

Once the rate function’s parameters are obtained, 

the number of exceedances of the given threshold 

can be calculated and, consequently, the probability 

of exposure to the considered pollutant can be 

estimated. More details on this method can be found 

in [29, 30] and [40, 41], where complete analyses of 

the model results are reported, together with 

comparison with field measurements. 

 

 

4 Integrated analysis of pollutants 
Besides these analyses of single pollutants, the real 

new horizon of environmental impact assessment is 

the integration of different pollutants modelling and 

prediction.  

An application of this idea can be found in [42], 

where the evaluation of the impact of urban 

development trends in mobility patterns of a 

Portuguese city and air quality consequences is 

presented, adopting a sequential modelling process, 

that includes land use and transportation, road traffic 

air pollutants emissions and air quality models. This 

integrated methodology has been applied to a 

medium sized Portuguese city and showed a good 

predicting performances for PM10 concentrations, 

while the CO concentrations are underestimated. 

With this method, different mobility patterns and 

vehicle technology characteristics can be simulated. 

The authors of [42], for instance, simulated a “car 

pooling” and the “Euro 6” scenarios, that 

correspond respectively to a reduction in total 

running vehicles number and to a reduction in the 

vehicle average pollutant emissions. 

In [43], a prototype system for modelling noise 

and air pollution is developed for the Macao 

Peninsula. A road traffic noise model, an 

operational air pollution model, digital maps, an 

urban landscape model and a Geographic 

Information System (GIS) are integrated in the same 

model framework. This preliminary model 

investigates how the existing urban scenario 

influence vehicle transport and street environment. 

The interesting result is that the historical areas, 

characterized by narrower roads, complex road 

networks and a higher density of intersections, lead 

to lower traffic volumes and thus to lower noise 

pollution, but the greater street canyon effects lead 

to higher carbon monoxide (CO) concentrations. 

This means that a government policy aimed at the 

reduction of one of the pollutant that affects a 

certain area, could lead to a worsening with respect 

to other agents. This is probably one of the most 

important reason why integrated predictive models 

should be strongly encouraged and largely 

developed. 
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5 Conclusions 
In this paper, a review of some techniques of 

physical and chemical polluting agents modelling 

and simulation is presented. In particular, mainly 

regarding acoustical noise, the authors briefly 

reviewed some of the models developed in the last 

years, in order to present more recent techniques, 

based on Time Series Analysis and Poisson 

processes. With respect to some of the literature 

approaches, these models can be easily used for 

more pollutants, since they are mainly based on 

dataset analysis. The success of the model depends 

on the features of the dataset and on the calibration 

process, during which the parameters are tuned and 

the forecasting model is built.  

Special attention is given to integrated models, 

that join the analysis of more than one pollutant. 

Even if some approaches are present in literature, 

more has still to be done and a strong research 

activity has to be pursued in this direction. Acting 

on one pollutant, in fact, can lead to worsening of 

other agents effects. On the contrary, a complex 

field measurement campaign, able to record 

different pollutants data, can help in building 

reliable models, based on advanced mathematical 

and physical methods. 

 

 

References: 

[1] Quartieri J., Troisi A., Guarnaccia C., 

D’Agostino P., D’Ambrosio S., Iannone G., 

Development of an Environmental Quality 

Index Related to Polluting Agents, Proceedings 

of the Int. Conf. on “Environment, Ecosystem 

and Development”,Puerto de la Cruz, Tenerife 

(Spain), 14-16 December 2009, pp. 153-161. 

[2] Van Eijkeren, J.C., Freijer, J.I., and Van Bree, 

L. 2002. A model for the effect on health of 

repeated exposure to ozone. Environmental 

Modelling and Software 17, 553-562. 

[3] Langdon FJ, Noise nuisance caused by road 

traffic in residential areas: Part I and II, Journal 

of Sound and Vibration, 47 (2), (1976), 243–

282. 

[4] Guarnaccia C., Mastorakis N. E., Quartieri J., 

Noise Sources Analysis in a Wood 

Manufacturing Company, International 

Journal of Mechanics, Issue 2, Vol. 7, pp 37-44 

(2013), ISSN: 1998-4448 

[5] Quartieri J., Mastorakis N. E., Iannone G., 

Guarnaccia C., D’Ambrosio S., Troisi A., 

Lenza T.L.L, A Review of Traffic Noise 

Predictive Models, Proc. of the 5th WSEAS 

Int. Conf. on “Applied and Theoretical 

Mechanics” (MECHANICS'09), Puerto De La 

Cruz, Canary Islands, Spain, December 14-16, 

2009. ISBN: 978-960-474-140-3 / ISSN: 1790-

2769, pp. 72-80 

[6] Guarnaccia C., Lenza T.LL., Mastorakis N.E., 

Quartieri J., A Comparison between Traffic 

Noise Experimental Data and Predictive 

Models Results, International Journal of 

Mechanics, Issue 4, Vol. 5, (2011), 379-386. 

ISSN: 1998-4448. 

[7] Quartieri J., Iannone G., Guarnaccia C., On the 

Improvement of Statistical Traffic Noise 

Prediction Tools, Proceedings of the 11th 

WSEAS Int. Conf. on “Acoustics & Music: 

Theory & Applications” (AMTA '10), Iasi, 

Romania, 13-15 June 2010. ISBN: 978-960-

474-192-2/ ISSN: 1790-5095, pp. 201-207. 

[8] Steven H., Investigations on Noise Emission of 

Motor Vehicles in Road Traffic, Final Report 

Research Project 200 54 135, Institute for 

Vehicle Technology, by order of the German 

Environmental Agency (UBA), February 2005 

[9] Guarnaccia C., Analysis of Traffic Noise in a 

Road Intersection Configuration, WSEAS 

Transactions on Systems, Issue 8, Volume 9, 

(2010), pp.865-874, ISSN: 1109-2777. 

[10] Quartieri J., Mastorakis N. E., Guarnaccia C., 

Troisi A., D’Ambrosio S., Iannone G., Traffic 

Noise Impact in Road Intersections, 

International Journal of Energy and 

Environment, Issue 1, Volume 4 (2010), pp. 1-

8. 

[11] Quartieri J., Troisi A., Guarnaccia C., Lenza 

TLL, D’Agostino P., D’Ambrosio S., Iannone 

G., An Acoustical Study of High Speed Train 

Transits, WSEAS Transactions on Systems, 

Issue 4, Vol.8, pp. 481-490 (2009).  

[12] Quartieri J., Troisi A., Guarnaccia C., Lenza 

TLL, D’Agostino P., D’Ambrosio S., Iannone 

G., Application of a Predictive Acoustical 

Software for Modelling Low Speed Train 

Noise in an Urban Environment, WSEAS 

Transactions on Systems, Issue 6, Vol.8, pp. 

673-682 (2009). 

[13] Guarnaccia C., Acoustical Noise Analysis in 

Road Intersections: a Case Study, Proceedings 

of the 11th WSEAS Int. Conf. on “Acoustics & 

Music: Theory & Applications” (AMTA '10), 

Iasi, Romania, 13-15 June 2010, pp. 208-215. 

[14] Quartieri J., Troisi A., Guarnaccia C., Lenza 

TLL, D’Agostino P., D’Ambrosio S., Iannone 

G., Analysis of Noise Emissions by Train in 

Proximity of a Railway Station, Proceedings of 

the 10th International Conference on 

“Acoustics & Music: Theory & Applications” 

Recent Advances in Applied Mathematics, Modelling and Simulation

ISBN: 978-960-474-398-8 235



(AMTA '09), Prague (Rep.Ceca), 23-25 March 

2009, pp: 100-107. 

[15] Quartieri J., Troisi A., Guarnaccia C., Lenza 

TLL, D’Agostino P., D’Ambrosio S., Iannone 

G., An Italian High Speed Train Noise Analysis 

in an Open Country Environment, Proceedings 

of the 10th International Conference on 

“Acoustics & Music: Theory & Applications” 

(AMTA '09), Prague (Rep.Ceca), 23-25 March 

2009, pp: 92-99. 

[16] Quartieri J., Mastorakis N. E., Guarnaccia C., 

Troisi A., D’Ambrosio S., Iannone G., Road 

Intersections Noise Impact on Urban 

Environment Quality, Proceedings of the 5th 

WSEAS Int. Conf. on “Applied and Theoretical 

Mechanics” (MECHANICS '09), Puerto de la 

Cruz, Tenerife, Spain, 14-16 December 2009, 

pp. 162-171. 

[17] Guarnaccia C., Mastorakis N.E., Quartieri J., 

Wind Turbine Noise: Theoretical and 

Experimental Study, International Journal of 

Mechanics, Issue 3, Vol.5, pp. 129-137 (2011). 

[18] Guarnaccia C., Mastorakis N. E., Quartieri J., A 

Mathematical Approach for Wind Turbine 

Noise Propagation, in Applications of 

Mathematics and Computer Engineering, 

American Conference of Applied Mathematics, 

Puerto Morelos, Mexico, 29-31 January 2011, 

pp. 187-194. 

[19] Guarnaccia C., Quartieri J., Ruggiero A., Lenza 

T.L.L., Industrial Settlements Acoustic Noise 

Impact Study by Predictive Software and 

Computational Approach, in “Latest Trends in 

Energy, Environment and Development”, 

proceedings of the 7th Int. Conf. on Urban 

Planning and Transportation, Salerno, Italy, 

June 3-5, 2014 , pp. 80-87. 

[20] Quartieri J., Mastorakis N.E., Guarnaccia C., 

Iannone G., Church Acoustics Measurements 

and Analysis, Proceedings of the 11th WSEAS 

International Conference on “Acoustics and 

Music: Theory and Applications” (AMTA’10), 

Iasi, (Romania), 13-15 June 2010, pp: 216-224. 

[21] Quartieri J., Guarnaccia C., D’Ambrosio S., 

Iannone G., Room Acoustics Experimental 

Study: Characterization of the Sound Quality in 

a New Built Church, Proceedings of the 10th 

WSEAS Int. Conf. on “Acoustics & Music: 

Theory & Applications” (AMTA '09), Prague 

(Rep.Ceca), 23-25 March 2009, pp 108-115. 

[22] Quartieri J., D’Ambrosio S., Guarnaccia C., 

Iannone G., Experiments in Room Acoustics: 

Modelling of a Church Sound Field and 

Reverberation Time Measurements, WSEAS 

Transactions on Signal Processing, Issue 3, 

Vol.5, pp. 126-135 (2009). 

[23] Guarnaccia C., Advanced Tools for Traffic 

Noise Modelling and Prediction, WSEAS 

Transactions on Systems, Issue 2, Vol.12, 

2013, pp. 121-130. 

[24] E. Chevallier, A. Can, M. Nadji, L. Leclercq, 

Improving noise assessment at intersections by 

modeling traffic dynamics, Transportation 

Research Part D 14 (2009) 100–110. 

[25] Iannone G., Guarnaccia C., Quartieri J., Speed 

Distribution Influence in Road Traffic Noise 

Prediction, Environmental Engineering And 

Management Journal,  Vol. 12, Issue 3, 2013, 

pp. 493-501. 

[26] Iannone G., Guarnaccia C., Quartieri J., Noise 

Fundamental Diagram deduced by Traffic 

Dynamics, in “Recent Researches in 

Geography, Geology, Energy, Environment and 

Biomedicine”, Proceedings of the 4th WSEAS 

Int. Conf. on Engineering Mechanics, 

Structures, Engineering Geology (EMESEG 

’11), Corfù Island, Greece, July 14-16, 2011, 

pp. 501-507. 

[27] Quartieri J., Mastorakis N.E., Guarnaccia C., 

Iannone G., Cellular Automata Application to 

Traffic Noise Control, Proc. of the 12th Int. 

Conf. on “Automatic Control, Modelling & 

Simulation” (ACMOS '10), Catania (Italy), 29-

31 May 2010, pp. 299-304. 

[28] Cerón-Bretón J. G., Cerón-Bretón R. M., Kahl 

J. D. W., Ramírez-Lara E., Guarnaccia C., 

Aguilar-Ucán C. A., Montalvo-Romero C., 

Anguebes-Franseschi F., López-Chuken U., 

Diurnal and seasonal variation of BTEX in the 

air of Monterrey, Mexico: preliminary study of 

sources and photochemical ozone pollution, Air 

Quality, Atmosphere & Health, DOI 

10.1007/s11869-014-0296-1, 2014. 

[29] Pope C. A., Dockery D. W., Spengler J. D., and 

Raizenne M. E., Respiratory Health and PM10 

Pollution: A Daily Time Series Analysis, 

American Review of Respiratory Disease, Vol. 

144, No. 3_pt_1 (1991), pp. 668-674. 

[30] Lu  H.C., Hsieh J.C., Chang T.S., Prediction of 

daily maximum ozone concentrations from 

meteorological conditions using a two stage 

neural network,  Atmospheric Research, Vol. 

81 (2006), pp. 124-139. 

[31] Koike M., Jones N.B., Palmer P.I., Matsui H., 

Zhao Y., Kondo Y., Matsumi Y., Tanimoto H., 

Seasonal variation of carbon monoxide in 

northern Japan: Fourier transform IR 

measurements and source-labeled model 

Recent Advances in Applied Mathematics, Modelling and Simulation

ISBN: 978-960-474-398-8 236



calculations, Journal of Geophysical Research, 

Vol. 111 (2006), pp. 1-15. 

[32] Ozbay B., Keskin G.A., Dogruparmak S.C., 

Ayberk S., Multivariate methods for ground-

level ozone modelling, Atmospheric Research, 

Vol. 102 (2011), pp. 57-65. 

[33] Abdul-Wahab S.A., Bakheitb C.S., AL-Alawi 

S.M., Principal component and multiple 

regression analysis in modelling of ground-

 level ozone and factors affecting its 

concentrations, Environ. Model. & Soft., Vol. 

20 (2005), pp. 263-271. 

[34] Sousa S.I.V., Martins F.G., Alvim-Ferraz 

M.C.M., Pereira M.C., Multiple linear 

regression and artificial neural networks based 

on principal components to predict ozone 

concentrations, Environ.Model & Soft., Vol. 22 

(2007), pp. 97-103. 

[35] Guarnaccia C., Quartieri J., Mastorakis N. E. 

and Tepedino C., Acoustic Noise Levels 

Predictive Model Based on Time Series 

Analysis, in “Latest Trends in Circuits, 

Systems, Signal Processing and Automatic 

Control”, proceedings of the 2nd Int. Conf. on 

Acoustics, Speech and Audio Processing 

(ASAP '14), Salerno, Italy, June 3-5, 2014 , 

ISSN: 1790-5117, pp. 140-147. 

[36] Guarnaccia C., Quartieri J., Rodrigues E. R. 

and Tepedino C., Time Series Model 

Application to Multiple Seasonality Acoustical 

Noise Levels Data Set, in “Latest Trends in 

Circuits, Systems, Signal Processing and 

Automatic Control”, proc. of the 2nd Int. Conf. 

on Acoustics, Speech and Audio Processing, 

Salerno, Italy, June, 2014, pp.171-180. 

[37] Guarnaccia C., Quartieri J., Cerón Bretón J. G., 

Tepedino C., Cerón Bretón R. M., Time Series 

Predictive Model Application to Air Pollution 

Assessment, in “Latest Trends on Systems”, 

Proc. of the 18th Int. Conf. on Circuits, 

Systems, Communications and Computers 

(CSCC'14), Santorini, Greece, 17-21 July 2014, 

pp. 499-505. 

[38] Rodrigues, E.R., Achcar, J.A., and Jara-

Ettinger, J. A Gibbs sampling algorithm to 

estimate the occurrence of ozone exceedances 

in Mexico City. In: Air Quality: Models and 

Applications, Popovic D (ed.), In Tech Open 

Access Publishers, 131-150, 2011. 

[39] Achcar, J.A., Fernandez-Bremauntz, A.A., 

Rodrigues, E.R., and Tzintzun, G., Estimating 

the number of ozone peaks in Mexico City 

using a non homogeneous Poisson model, 

Environmetrics, 19, 469-485, 2008. 

[40] Guarnaccia C., Quartieri J., Barrios J. M., 

Rodrigues E. R., Modelling Environmental 

Noise Exceedances Using non-Homogenous 

Poisson Processes, Journal of the Acoustical 

Society of America, 136, pp. 1631-1639 (2014); 

http://dx.doi.org/10.1121/1.4895662   

[41] Guarnaccia C., Quartieri J., Tepedino C., 

Rodrigues E. R., An analysis of airport noise 

data using a non-homogeneous Poisson model 

with a change-point, submitted to Applied 

Acoustics, 2014. 

[42] Bandeira J. M., Coelho M. C., Sá M. E., 

Tavares R., Borrego C., Impact of land use on 

urban mobility patterns, emissions and air 

quality in a Portuguese medium-sized city, 

Science of The Total Environment, Volume 

409, Issue 6, 15 February 2011, Pages 1154–

1163. 

[43] Tang U.W., Wang Z.S., Influences of urban 

forms on traffic-induced noise and air 

pollution: Results from a modelling system, 

Environmental Modelling & Software, Volume 

22, Issue 12, December 2007, Pages 1750–

1764. 

[44] Guarnaccia C., New Perspectives in Road 

Traffic Noise Prediction, in “Latest advances in 

Acoustics and Music”, proceedings of the 13th 

Int. Conf. on Acoustics & Music: Theory & 

Applications (AMTA '12), Iasi, Romania, 13-

15 June 2012. ISBN: 978-1-61804-096-1, pp. 

255-260. 

[45] Quartieri J., Sirignano L., Guarnaccia C., 

Infinitesimal Equivalence between Linear and 

Curved Sources in Newtonian Fields: 

Application to Acoustics, International Journal 

of Mechanics, Issue 4, Vol.1, pp. 89-91 (2007) , 

ISSN: 1998-4448. 

[46] Quartieri J., Sirignano L., Guarnaccia C., 

Equivalence between Linear and Curved 

Sources in Newtonian Fields: Acoustics 

Applications, Proc. Of the Int. Conf. on 

Engineering Mechanics, Structures, 

Engineering Geology (EMESEG '08), 

Heraklion, Crete Island, Greece, July 22-24, 

2008, pp: 393-395. 

[47] Quartieri J., Guida M., Guarnaccia C., 

D’Ambrosio S., Guadagnuolo D., Complex 

Network Applications to the Infrastructure 

Systems: the Italian Airport Network case, 

Proc. of the Int. Conf. on Urban Planning and 

Transportation (UPT’07), Crete Island, Greece, 

July 22-24, 2008, pp: 96-100. 

[48] Quartieri J., Mastorakis N.E., Iannone G., 

Guarnaccia C., A Cellular Automata Model for 

Fire Spreading Prediction, in “Latest Trends 

Recent Advances in Applied Mathematics, Modelling and Simulation

ISBN: 978-960-474-398-8 237



on Urban Planning and Transportation”, Proc. 

of the 3rd Int. Conf. on “Urban Planning and 

Transportation”, Corfù, Greece, 22-24 July 

2010, pp. 173-179. 

[49] Quartieri J., Guida M., Guarnaccia C., 

D’Ambrosio S., Guadagnuolo D., Topological 

Properties of the Italian Airport Network 

studied via Multiple Addendials and Graph 

Theory, International Journal of Mathematical 

Models and Methods in Applied Sciences, Issue 

2, Vol.2, pp 312-316 (2008). 

[50] D’Ambrosio S., Guarnaccia C., Guida D., 

Lenza T.L.L., Quartieri J., System Parameters 

Identification in a General Class of Non-linear 

Mechanical Systems, International Journal of 

Mechanics, Issue 4, Vol. 1, pp 76-79 (2007). 

 

Recent Advances in Applied Mathematics, Modelling and Simulation

ISBN: 978-960-474-398-8 238




