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Abstract. This paper presents a reusable technique for high speed video streaming applications with the 
designed architecture without using any error correction codes to recover the data when it is affected by 
transmission errors. The proposed technique is more advantageous as it utilizes the designed architecture 
itself for correcting the fault and produces the uninterrupted transmission within a short delay so that the 
error correction in this case is 100%. 
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I. INTRODUCTION 

The advancement in hardware technology for 
multimedia applications has lead to the 
improvement of storing data and transmitting it 
in a more flexible manner for all motion 
estimation video standards. The video streaming 
has lead to the great advent in many applications 
like video conferencing for corporate industries 
and also capturing and sending the images in 
satellite applications which is useful for the 
scientists to analyze the alien objects. The 
objects which are streamed by the satellites are 
captured and are sent as images to the space 
research centers which are used to analyze the 
data. This information which is obtained by the 
satellites is in the form of electrical signals 
which are either two dimensional or 3-
Dimensional in nature. These signals are 
digitalized to get a better quality by using 
compression technique [1] [2]. In digital 
compression technique, the frames of the 
original image are divided into blocks and the 
pixel values are taken which is coded into either 
lossless or lossy technique. The compression 
allows more data to be transmitted with the air 
as the medium in a given bandwidth. The 
technology used for compression has to provide 
a good quality which will be less affected by 
channel noise and provides a good quality digital 
picture.  The technique used behind this 

technology is motion compensation which uses 
filters to eradicate the noise and improve the 
signal quality. This technique is robust in nature 
and provides high quality which is mainly used 
for high definition applications. The digital 
video which is obtained after processing is 
transmitted in the form of packets of small size 
which improves the requirement in area 
allocation in a given bandwidth. In order to add 
security to the transmitted data, more 
authentication schemes namely watermarking is 
added which may be either visible or non-visible 
so that the data is not tampered by hackers 
[3].As the media is a real time transmission 
more technical challenges leading to illegal 
manipulation of the data may take place at any 
time without the knowledge of the sender. In 
order to prevent this hashing has been 
introduced [4] which will provide an 
authentication so that the received information 
has the authenticated key which will provide the 
main source to decrypt the data when it is 
transmitted in the secure medium so that the data 
remains the same even after decoding it. The 
authenticated key is always generated at random 
by using cryptographic algorithms which is 
mainly generated by the request of the sender 
which is either of public key or private key 
which prevents the tampering of the data where 
the key is encoded along with the original image 
so that the receiver uses the same key or 
different key to decrypt the image as per the 
algorithm applied. The digital images which are 
used for video transmission usually undergo 
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single bit change when attacked by malicious 
functions. To overcome these problems, digital 
signature schemes have been proposed [5] which 
is dependent on the key which is used for 
encryption which becomes a difficult task for the 
attacker to break the pixel values where he can 
use it for his manipulation. The communication 
in a video system is done at a dedicated 
bandwidth by converting the analog signals to 
digital signals.  

II. HIGH SPEED ARCHITECTURES 
FOR VIDEO PROCESSING 

High Definition (HD) quality videos have now 
become a great demand in the consumer 
electronics industry because of its high picture 
quality. The transmissions of the HD videos are 
mainly done in wireless transmission mode as it 
is more convenient to design as more external 
cords are avoided and transmission is done by 
using radio waves or infrared. These signals are 
transmitted in the atmosphere with air as a 
medium. The key issue of the transmission 
mainly lies on data rate and distance. To attain 
high performance in transmission, 
reconfigurable architectures have been provided 
which lowers the computational activity in real 
time applications. The recent trend in the 
architecture design is to support single cycle 
operation when the inputs are fed at a maximum 
speed by taking into considerations the 
complexity of the design. This is mainly 
achieved by adding parallel structures to the 
system which will speed up the device by taking 
only 1 clock cycle for the processing. Apart 
from parallel structures, the design has to be 
taken into account to implement sequential 
design also which takes pipelining stages to 
reschedule the operations from the input of the 
design to the output and also the submodules 
implemented when the design has been 
implemented in algorithmic level which helps us 
to reduce the delay in the circuit when it is 
working at high frequency level [6]. The 
transmission systems used in video processing 

mostly require hardware software co-simulation 
which is mainly done with interfaces which 
provides synchronization between the two sides 
which should be fast enough to support the 
video rates. To provide this synchronization, we 
use Field Programmable Gate Arrays (FPGAs) 
which acts as a hardware accelerator and also 
uses reconfigurable principle where the user can 
change the program whenever necessary 
according to his algorithm applied. The video 
signals mainly differ in timing issues depending 
upon the video length. In order to minimize the 
timing issues, we use configurable system by 
using frame buffers which reduces the timing 
issues and also supports all video standards [7]. 
These configurable systems when implemented 
on FPGAs results in better performance of the 
system as they can be redesigned by the user any 
time and can be transferred to the FPGA board 
to provide hardware accelerators for the 
hardware software co- simulation. This type of 
methodology uses algorithmic level software 
tools to design a communication protocols and 
Hardware Description Language (HDL) which is 
targeted on a FPGA to drive the software tool 
which are serially connected to each other to 
perform the DSP functions [8]. Apart from that 
the architecture designed for video application 
should be flexible to cover different applications 
ranging from low quality video to high quality 
video level and also should permit 
reprogrammability depending upon the platform 
where it is implemented. The implementation 
issue should not only support the acceleration 
but also to enable the high speed search engine 
to provide accessibility to the pixels to obtain 
high quality in digital streaming by using high 
quality programming. In DSP applications 
ranging from software level to hardware level. 
The biggest issue in video processing is fixing 
the image pattern [9] which has to be stored and 
processed by the FPGA in a limited bandwidth. 
The image is divided in the form of pixels which 
is also called as arrays and stored in memory 
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cells as shown in Fig.1 which is used for 
processing. 

            

            

            

            

            

            

            

            

 

  

 

FIG.1 ARRAY STORAGE OF IMAGE 
PIXELS 

Each array consists of memory address which is 
generated by the control signals and the data is 
obtained from the image pixel and stored at a 
particular location where the user can access the 
data quickly by using the search command. 
These instructions are dynamic which contribute 
the execution units in parallel computation 
technique where the instruction exploits 
parallelism which significantly accelerates 
media applications which helps in processing the 
support for area overhead and also reduces the 
critical path when the system operates at 
maximum clock speed [10]. The architecture can 
be either divided into 8X8 or 4X4 or 16X16 
which is configured at the initial stage during the 
programming level by the user. The complexity 
of the high quality videos mainly depend on 
processing the intra prediction values which 
improves the coding efficiency for high picture 
quality. However the problem arises mainly due 

to the complexity of the hardware elements 
which are used in the design which takes more 
clock cycles as the neighboring pixels are used 
as the reference values. To improve the 
architecture for intra prediction, parallel 
structure was proposed [11] which take 1 clock 
cycle to process 1 block. The computational 
complexity is further reduced by using 
combinational circuits used to compute the fast 
algorithm which consists of multiplexers (M) 
[11] which selects the boundary pixels (BP) and 
the coded pixels (CP) and computes the absolute 
value (ABS) as shown in Fig.2.  
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FIG.2. ABSOLUTE VALUE 
COMPUTATION 

To further increase the speed of the design, we 
implement modified high speed adders with 
Binary To Excess-1 Logic (BEC) [12] with carry 
skip technique for 16 bits shown in FIG.3. The 
design can be made for low order and higher 
order by using logic shown in FIG.3  
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FIG.3. MODIFIED CARRY SKIP RIPPLE 
CARRY ADDER WITH BEC LOGIC 

The design has been synthesized in Virtex-7 
FPGA and the area, power and delay of 8 bit, 16 
bit and 32 bit adder at a frequency of 100MHZ 
is shown in TABLE 1. The results show that the 
proposed design is more efficient than [12]. 

 

 

 

 Table 1: AREA, POWER AND 
DELAY ANALYSIS 

The number of intra pixels being utilized for the 
operation determines the improvement in the 
reduction of delay. Therefore high speed 
prediction unit has to be implemented 
processing element which will predict the intra 
mode pixels. The intra mode prediction unit 
consists of Fine Decision Unit (FD), Processing 
Element (PE) Unit and the Reusable Prediction 
Generator (PG) Unit [13]. The parallelism of the 
hardware mainly depends on the reconstruction 
of the data which determines the critical loop. 
The critical loop is reduced by introducing 
minimum pipeline structures for higher 
frequencies which reduces the execution time. 
Moreover the blocks are dependent on each 
other which cause interlacing technique thus 
reducing the throughput of the design by 
increasing the latency.  This issue mainly occurs 
in the mode decision block (MD) and the 
reconstruction block (RB) when the data are 
sequentially processed. To overcome this 
problem, we introduce parallel processing of the 
four blocks simultaneously instead of two blocks 
in a Zigzag flow as shown in FIG.4 

 

 

 

 

Adder 
Type 

Area 
(No. Of 
Gates) 

Power 
(mW) 

Delay 
(ns) 

8 bit 12 45 400 

16 bit 38 57 789 

32 bit 9 10 567 

FA4 FA3 FA2 FA1  Cin 

 

4 Bit 
BEC 

4 Bit 
BEC 

4 Bit 
BEC 

4 Bit 
BEC 

Recent Researches in Electrical Engineering

ISBN: 978-960-474-392-6 319



M
D 

R
,N

-3
 

L,
N

-3
 

R
,N

-2
 

L,
N

-2
 

R
,N

-1
 

L,
N

-1
 

R
,N

 

L,
N

 
 

R
B 

 R
,N

-3
 

L,
N

-3
 

R
,N

-2
 

L,
N

-2
 

R
,N

-1
 

L,
N

-1
 

R
,N

 
L,

N
 

M
D 

  R
,N

-3
 

L,
N

-3
 

R
,N

-2
 

L,
N

-2
 

R
,N

-1
 

L,
N

-1
 

R
,N

 

R
B 

   R
,N

-3
 

L,
N

-3
 

R
,N

-2
 

L,
N

-2
 

R
,N

-1
 

L,
N

-1
 

 

FIG.4 ZIG ZAG DIAGONAL SCANNING 
OF MD AND REC BLOCKS 

With the implementation of the pipelined stage 
to 13, it takes 6 clock cycles to process the 96 
pixel parallelism technique. With the 
minimization in clock cycles to process the 
overall pixels, the optimization of the data 
outputs to compute the inputs at high speed to 
produce the respective outputs which should be 
relevant to the inputs and also to process the data 
in parallel along with the pipelined technique. 
The design has been implemented in Xilinx 
Virtex-7 architecture as FPGAs provide high 
speed hardware acceleration with internally built 
parallel techniques for high speed data flow. The 
delay mainly depends on the number of pixels 
being operated at a time which also depends on 
the block size also. These are maintained at the 
buffer where the size depends on the image pixel 
size until the neighboring pixel is processed. 
This custom flow is mainly based on specific 
commands to capture the pixel and process it 
which should optimize automatically along with 
the target applications for high speed techniques. 
This technique will provide more flexibility for 
different computations to execute independently 
for all DSP applications. As the blocks works in 
parallel mode, the parallelism of the pipeline 
technique is reduced from 96 to 44 which is 
more advantageous than [13]. The computations 
required for processing the pixels are also 

provided along with the pipelined architecture 
where the data is processed in parallel so that the 
clock cycle limits to 1. These hardware units 
processes the current state of the pixels and 
stores them in a memory where the address is 
provided by an external device .The throughput 
of the architecture mainly depends on the 
number of pixels processed per cycle at a given 
frequency of 110MHz. The processing speed of 
the pixels can be further increased by 
introducing a multiplying factor of a constant bit 
which will increase the number of pixels being 
processed at a given a given frequency which is 
given by the equation 1for the pixels processed. 

Throughput for Pixels Processed =  

Cycles
Pixels X Constant Factor (1) 

Here the constant factor is defined by 2. 
Therefore the Pixels processed is given by  

256
384

X 2 = 3 Pixels per Cycle. The maximum 

throughput of the design for the designed 
architecture to process the pixels is given by the 
equation 2 

384
Frequency

 X Throughput of Pixels per Cycle 

(2) which equals  
384
MHz110

  X 3 = 859k per 

second at a given frequency which is more 
advantageous than [11]. 

III. REUSABLE ARCHITECTURE 
DESIGN 

As the design utilizes flexible logic gates which 
can be reconfigured by the user. These devices 
are often exposed to critical environment which 
will influence the characteristic of the device 
which leads to unexpected operations and results 
in failure of the system. These failures are a 
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result from the radiation which causes extensive 
heat on the sensitive part of the device which 
causes degradation on the system where the 
components which are treated as black box 
where both the inputs and outputs are 
permanently failed during the normal operation 
and thus leading to unexpected outputs. These 
faults are modeled in digital terms by means of 
Struck At Faults which often induces errors in 
the computing devices. The modeling of these 
faults are done by detection, correction and the 
time required to manipulate the faulty block so 
that the circuit comes back to the normal 
position. The error detection and correction is 
basically based on the designed architecture or 
correction codes which will be useful for 
detecting multiple faults at a given time so that 
the efficiency of testing increases to a maximum 
without affecting the throughput of the design. 
The number of faults injected depends on the 
probability of total number of gates (n) to the 
total inputs (g) [14] which is given by the 
equation nCg (3). Here we consider the fault in 
the adder circuit i.e. full adder whose total logic 
gates are 5 for 1 bit Full Adder (FA) as shown in   
FIG.5  

          Sum 
         
     

 

 

 

Cin      

   Cout 

FIG.5 FULL ADDER USED FOR RIPPLE 
CARRY ADDER 

Consider the failure of the 4 bit RCA as shown 
in FIG. 6 as shown in RED color. 
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FIG.6. FAULTY ADDER BLOCK 

For a 4 bit RCA, the number of possible 
combination of inputs are given by 16 and the 
number of gates are given by 8. So the total fault 
injection in the circuit is given by 16C8 = 12870. 
The number of gate failures for the black box of 
1 RCA is given by the probability of total gates 
used in the design to the total inputs and outputs 
which is given by 7C6 = 7 which equals to 1 
black box. Here the number 6 stands for total 
inputs which is given by 3 and the total outputs 
which includes carry skip also which is given by 
3 which equals 6. Consider the following JPEG 
color image which is to be transferred to the 
receiver from the satellite as shown in FIG.7.  
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FIG.7 JPEG IMAGE WHICH IS 
CAPTURED BY THE SATELLITE 

Due to attacks, the receiver gets an error image 
which is not accurate as shown in FIG.8. 

 

FIG.8. ERROR IMAGE WHICH IS 
OBTAINED BY THE RECEIVER 

Once the exact image is not obtained by the 
receiver, he immediately sends an error message 
indicating the error signal to the satellite to 
recorrect the transmission. The error detection is 
mainly done with the help of checkpoints which 
are designed at the receiver end where he sends 
a signal to the transmitter indicating failure. The 
failure indication is indicated by the formula 
Failure = (Received Bits) XOR (Transmitted 
Bits) (4). If Failure = “0”, an error has occurred 
in the transmission and so the receiver will send 

an acknowledgment “0” to the receiver to 
recorrect the transmission. The checkpoints 
should be placed at proper intervals such that the 
execution of the program is not affected which 
in turn increase the latency of the system. The 
recovery time of the image should be 
independent of the fault location so that latency 
of the system is not increased which in turn does 
not create any interruption during transmission. 
The recovery time mainly depends on the faulty 
location which tries to extract the faulty image 
block as given by the equation TR = (nT + Δ) 
[15] where “n” is the number of faulty frames, T 
is the Timeout Value and Δ is the data loading 
time. By our architecture developed, the 
recovery time gets reduced by ½ as the system 
need get restarted to start the transmission which 
is more advantageous than [15]. The 
identification of the particular block which is 
failed is found by applying the test patterns. 
Once the block is identified, the correction 
method is one by using hardware reusable 
technique which takes the advantage of not 
applying error correction technique which is 
time consuming. In our method, the similar 
blocks which have the same functionality are 
routed together this applies the shortest path to 
reduce the delay as shown in FIG.9 where the 
faulty block generates the output “1” for all 
inputs which is applied. The other advantage of 
this process is that there is no hardware 
overhead as it does not increase the size of the 
overall architecture and does not utilize any 
algorithmic levels to correct the fault as in the 
previous method of algorithmic level fault 
tolerance technique [16]. The basic disadvantage 
of this technique is it uses more flip flops but in 
our design we need not construct any external 
hardware to recorrect the fault. 
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FIG.9 FAULT TOLERANT 
ARCHITECTURE 

This architecture is routed internally between the 
modules having the same functionality which is 
used to detect the fault and send the command to 
the next module which is in the working state to 
take up the operation of the faulty module. Once 
the command is received, the inputs are 
transferred to the non faulty block so that the 
operation resumes without affecting the overall 
operation. As the patterns are applied parallel, 
the total clock cycle to perform the operation is 
“1” for the inputs and “1” for the output. During 
the fault condition, the total clock cycle in this 
case will be “3” as it is has to detach from the 
non faulty block to the faulty block to process 
the inputs. The maximum throughput as shown 
in equation 2 gets reduced by a factor of 3 
during the fault tolerant condition and hence the 
throughput is given by 856k per second for a 
given frequency. The fault detection is given by 
the probability analysis Fdetection = px X nCx (4) 
where p is the probability of detecting the fault 
for the three inputs of the adder which is given 
by “1” and n is the number of inputs and x is the 
probability of success for all inputs. In this case 
with the help of check point insertion, the fault 

detection will be 100% so that the error can be 
reported immediately for another transmission.  

IV. RESULT AND CONCLUSION 

We have presented a self tunable architecture 
which will auto correct the fault by using the 
principle of reusable technique within a short 
delay to start the process. This type of design is 
very useful for satellite applications which are 
used to send the captured images to the remote 
centre at times when it gets failed so that the 
receiver station need not send any correction 
technique to re-alter the process. Apart from 
that the system need not restart itself from the 
beginning to regenerate the process. This 
hardware fault tolerance presented in terms of 
auto correctability requires a short span which 
is to load the data once the fault is identified.  
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