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Abstract: - The acoustic level long term monitoring is a common practice in large urban areas, in which, 

according to the international regulation, the noise levels must be kept under certain thresholds. Sometimes, 

computational methods are used to predict acoustic level values in future periods. These models need to be 

calibrated on a continuous measurements dataset and, if some data are missing, the calibration can fail or can be 

“biased”. In this paper, the problem of missing data reconstruction is approached by means of two techniques: a 

Time Series Analysis (TSA), based on the evaluation of trend and periodicity of the series, and a Regression 

(REGR) method, based on a modification of linear stochastic regression, will be presented and compared. The 

error analysis will show interesting features of both the models. In addition, the differences between a 

deterministic (TSA) and a stochastic imputation approach will be highlighted in terms of dataset mean and 

variance preservation. 
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1 Introduction 
One of the most important pollutants to be 

monitored and carefully controlled in urban areas is 

acoustical noise [1]. Its effects are largely 

documented in literature (see for instance [2-4]) and 

include both auditory and non-auditory possible 

damages to human health. 

In order to monitor and predict the slope of noise 

produced by transportation infrastructures, that are 

the main sources together with industrial 

settlements, many models can be adopted, based on 

different approaches, such as experimental and 

software based analysis (for instance [5-16]), 

statistical methods and Poisson distributions (for 

instance [17-23]), etc..  

The long term monitoring is a very helpful 

technique in order to control the daily and nightly 

levels and to check the variations over a large time 

range. The economical effort to install a noise level 

measurement station is not very high but the 

maintenance duties are very important, in order to 

have a continuous set of data. Sometimes, the 

station can have problems in collecting, recording or 

transmitting data, because of power fails, accidents, 

network problems, etc.. When one of these problems 

occurs, the dataset presents a “hole”, a certain 

number of missing data.  

The aim of this paper is to present and compare 

two models able to reconstruct the dataset and “fill 

the gaps” of missing data, according to Time Series 

Analysis (TSA) techniques or Regression (REGR) 

method. The performance of the models and the 

reliability of the reconstruction will be discussed in 

terms of comparison between actual data and 

predicted values. In addition, an error analysis will 

be reported and discussed in the last section, looking 

at the difference between observed and simulated 

values.  

 

 

2 Models Presentation 
The models presented in this paper are based on two 

methods: 

- Time Series Analysis model (TSA) 

- Regression method (REGR) 
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Both of them are largely adopted in many 

applications and can be considered for missing data 

reconstruction issues. 

 

2.1 Time Series Analysis model 
The TSA model is a mathematical model able to 

reproduce the behavior of a certain time series, by 

estimating its trend and its periodic pattern. These 

two elements do not include the random component, 

that is non-deterministic, and that cannot be 

predicted in advance.  

The TSA models are used in many disciplines 

[24-33] and, according to how the trend, the 

seasonality and the random term are composed, can 

be multiplicative, additive or mixed. The model 

adopted in this paper is a mixed one (multiplicative 

between trend and seasonality, with the adding of 

the random term), and it is based on the following 

formula: 

 

𝑌𝑡  =  𝑇𝑡  𝑆𝑡 + 𝑟𝑡     ,                    (1) 

 

where Yt is the Time Series, Tt is the trend, St is the 

periodic component and rt is the random term. 

The random component can be evaluated on a 

calibration dataset as the difference between the 

observed data and the “punctual forecast”, i.e. the 

product of trend and seasonality. In this way, a 

distribution of the random term is obtained and the 

mean can be used in the final forecast (Ft) formula: 

 

𝐹𝑡,𝑇𝑆𝐴  =  𝑇𝑡  𝑆𝑖̅ + 𝑚𝑒     ,                   (2) 

 

where 𝑆𝑖̅ is the seasonal coefficient and me is the 

mean of the random component. 

Of course one should expect that, if the 

periodicity of the data is completely included in the 

seasonal coefficients and the trend is properly 

evaluated, the mean of the random term (also called 

“noise”) should be zero, i.e. the error distribution is 

normal and centred in the zero value. If this does not 

happen, the mean can be added to improve the 

predictive model [27, 28]. The presence of a further 

periodicity in the data can be also evidenced 

evaluating the autocorrelation of the error 

(difference between observed and predicted values). 

In this paper, the calibration of the TSA model 

has been done on different datasets, according to the 

validation test ongoing. When reconstructing a 20 

data interval, the calibration has been done on the 

entire dataset, minus the 20 missing data. On the 

contrary, when reconstructing 60 data, 20 at the 

beginning of the time series, 20 in the middle and 20 

randomly cut, the calibration has been done on the 

entire dataset minus the 60 missing data. The point 

is that the model parameters are never evaluated on 

the data that need to be reconstructed. In fact, the 

best applications for TSA are related to the 

prediction of data not used in the calibration phase, 

as reported in [27-33].  

   

2.2 Regression method 
Missing (or incomplete) data are a part of almost all 

research, and one has to decide how to deal with it 

each time. When the missing data comprise only a 

small fraction of all cases (say, five percent or less) 

then case deletion may be a perfectly reasonable 

solution to the missing data problem. In other cases, 

the imputation method is used in statistical practice 

to fill in missing data with plausible values.  

The methods usually used in time series analysis 

for filling gaps are methods which replace the 

missing data with series mean, or with mean (or 

median) of nearby points or method of linear 

interpolation.  

There are a number of alternative ways of 

dealing with missing data. A very useful literature to 

understand both the theoretical and practical 

implications of the different methods to deal with 

missing data  is, for example, [34] and [35]. 

Any discussion of missing data must begin with 

the question of why data are missing. The reasons 

for missing data plays an important role in how 

those data will be treated. The  method discussed 

here requires that the data are “Missing At Random” 

(MAR) – i.e. not related to the missing values. 

Precisely, data are missing at random if the 

probability of missing data on a variable is not a 

function of its own value after controlling for other 

variables in the design. Despite its name, MAR does 

not suggest that the missing data values are a simple 

random sample of all data values. To estimate 

missing data, in this paper a modification of linear 

stochastic regression is considered. More precisely, 

the following  procedure is applied: first, the 

missing values are replaced with the mean of all 

available data, and (then) regression estimation is 

improved by adding a random normal variable to 

each estimate (i.e. an error component is added to 

each observation): 

 

𝐹𝑡,𝑅𝐸𝐺𝑅  =  𝑦̅ + 𝑢𝑡     ,                   (3) 

 

where 𝑦̅ is the mean of the “calibration” data and 𝑢𝑡 

is the random term, drawn from a normal 

distribution with the expected value 0 and the 

standard deviation equal to the square root of the 

mean squared error term of the regression. 

This method restores some lost variability of 

data. 
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3 Analysis and results 
In order to evaluate the performances of the two 

methods, a long term noise measurements dataset 

has been considered. It is a set of noise level 

measurements recorded in Messina, Italy, all day 

long. In this paper, the authors consider the day time 

measurements related to the site of Viale Boccetta, 

from the 11
th
 of May 2007 to the 26

th
 of March 

2008, that are 321 data. From this dataset, the last 

21 data have been separated from the main interval, 

to be used in a validation phase, that will be 

reported in a further paper. Thus, 300 of data are 

available for the reconstruction analysis presented in 

this section. 

Three “cuts” have been done in the 300 data 

interval, all of them of 20 data. The first cut has 

been done at the beginning of the dataset (data 1-

20), the second in the middle (data 150-169) and the 

third randomly all over the dataset. This has been 

done to check if the reconstruction techniques are 

sensible to the position of the missing data in the 

dataset. 

In addition, a comparison on 60 missing data has 

been done, recalibrating the models on the 

remaining 240 data. This analysis will show the 

performances of the models in reconstructing a quite 

large number of missing data (20% of the total). 

 

 

3.1 Time history comparison 
The first analysis that can be performed is based on 

the plot of the real data that have been cut, together 

with the “reconstructed” data.  

In Fig. 1 the three cut intervals are considered 

and the two models results are plotted with the data 

removed from the dataset. 

It is easy to notice that the TSA curve is closer to 

real data with respect to REGR. This is probably 

due to the fact that TSA model is “trained” on the 

entire dataset and the parameter evaluation has been 

performed considering all the data. In addition, the 

REGR method is non deterministic and it is strongly 

influenced by the stochastic approach. 

 

 

3.2 Reconstruction error evaluation 
A quantitative analysis can be done evaluating the 

error et of the models, according to the following 

formula: 

 

𝑒𝑡 = 𝐴𝑡 − 𝐹𝑡         ,  (4) 

 

where At is the “actual” value and Ft the forecast. 

 

 
Fig. 1: Comparison between observed (green line) and 

reconstructed data with TSA model (blue line) and REGR 

method (red line). The x axis is the union of the 1-20, 150-169 

and random cut data intervals. 
 

 

3.2.1 Analysis on 20 data cut intervals 

Considering the 20 data cut intervals, the two 

methods have been calibrated and applied to 

reconstruct the missing data. Let us underline that 
models are calibrated on 280 data, that are the 300 

complete dataset minus 20 cut data (each time cut in 

different positions).   

The mean errors and other statistics are reported 

in Tab. 1 for the three “cut intervals” in the data. 

 

Tab. 1: Summary of error statistics for the 20 data cut intervals. 

  Mean 

[dBA] 

Std.dev 

[dBA] 

Median 

[dBA] 
Skew Kurt 

1-20 
REGR -0,10 0,79 0,03 -0,47 -0,67 

TSA -0,01 0,33 0,00 -0,20 -0,31 

150-169 
REGR 0,24 0,99 0,04 0,52 -0,88 

TSA 0,19 0,55 0,08 1,13 0,26 

Random 
REGR -0,32 0,78 -0,48 0,26 -0,10 

TSA -0,21 0,29 -0,16 -0,61 -0,23 

 

Let us remind that a negative error occurs when 

the model prediction is higher than the actual value 

(overestimation). 

Results in Tab. 1 show that, the REGR method 

has a higher mean error with respect to TSA, in all 

the intervals. Also the standard deviation of the 

error is higher.  

In Figg. 2-4, the plots of the errors in the three 

cut intervals are reported. Of course, the more the 

curve approaches zero, the best the model 

reconstruction performance is. 

It can be noticed that the error curves are slightly 

affected by the “position” of the cut interval. In fact, 

in the 1-20 cut interval (Fig. 2), the errors are lower 

than the other cases.  
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Fig. 2: Errors [dBA] of Time Series Analysis (TSA) model 

(blue line) and Regression (REGR) method (red line) in the 1-

20 data reconstruction (at the beginning of the series). 
 

 

 
Fig. 3: Errors [dBA] of Time Series Analysis (TSA) model 

(blue line) and Regression (REGR) method (red line) in the 

150-169 data reconstruction (in the middle of the series).  
 

 

 
Fig. 4: Errors [dBA] of Time Series Analysis (TSA) model 

(blue line) and Regression (REGR) method (red line) in the 

random cut data reconstruction.  

 

In 150-169 range (Fig. 3), a quite evident 

underestimation is present in the second part of the 

interval, for both models.  

In the random cut interval (Fig. 4), there is a 

quite variable error, in particular for REGR model. 

This is probably due to the random component 

added in the REGR technique. 

 

3.2.2 Analysis on 60 data cut interval 

In this subsection, the analysis on reconstruction of 

60 data, cut at the beginning (1-20), in the middle 

(150-169) and randomly, is presented. The models 

are calibrated on the resulting dataset of 240 data 

(300 data minus the missing intervals). 

In Fig. 5, the plot of the errors in the 

reconstruction of all the 60 cut data is reported for 

both models. Let us underline that this is not the 

composition of the previous three plots (Figg. 2-4), 

because in this case, both the models are calibrated 

on 240 data, that are the 300 complete dataset minus 

60 cut data. In addition, since REGR is a stochastic 

model, every run of the model, even on the same 

dataset, give different results, because of the 

randomly generated component. 

The statistics of the error are reported in Table 2. 

A general overestimation is evidenced for both 

model and the performances of REGR are consistent 

with that in the 20 missing data cases. 

In particular, it can be observed that the REGR 

method approaches the highest mean and standard 

deviation values of Table 1, while TSA tends to the 

lowest mean value and an average standard 

deviation.  

 

 

 
Fig. 5: Errors [dBA] of Time Series Analysis (TSA) model 

(blue line) and Regression (REGR) method (red line) in the 

complete 60 cut data reconstruction (1-20, 150-169 and random 

cut).  
 

 

Recent Researches in Electrical and Computer Engineering

ISBN: 978-1-61804-315-3 138



Tab. 2: Summary of error statistics for the 60 cut data interval. 

  Mean 
[dBA] 

Std.dev 
[dBA] 

Median 
[dBA] 

Skew Kurt 

60 clipped  

data  

REGR -0,32 0,95 -0,27 -0,42 -0,39 

TSA -0,02 0,43 -0,10 1,18 2,72 

 

 

3.3 Dataset reconstruction performances 
A further analysis can be performed looking at the 

entire dataset. The complete observed time series 

can be compared with the datasets reconstructed 

with TSA and REGR techniques. This comparison 

will furnish a quantitative idea of how the different 

imputation techniques affect the mean value and the 

distribution variance of the dataset.  

In this subsection, the models calibrated on 240 

data (entire dataset, 300 data, minus the 60 missing 

data as in subsection 3.2.2) are considered. In 

particular, the datasets considered here are 

composed by the 240 observed data plus the 60 

reconstructed data by means of the two models. 

Since TSA is a deterministic model, because 

once the parameters are evaluated the forecast in a 

given time t is always the same, the mean is 

preserved. On the contrary, since REGR is a 

stochastic imputation technique, i.e. the forecast on 

a given time t changes each time the model runs, the 

distribution (variance) is preserved. [36]  

Thus, one should expect that the mean of the data 

obtained with the TSA model is very close to the 

mean of the observed data. The same is expected for 

the variance obtained with the REGR imputation 

method. These considerations, even if with very 

slight differences, are confirmed by the results 

reported in Table 3. 

 

Tab. 3: Summary of observed and simulated dataset statistics. 
 Mean 

[dBA] 

Std.dev 

[dBA] 

Min 

[dBA] 

Max 

[dBA] 

Observed 73,07 0,66 70,5 75 

REGR 73,13 0,64 70,5 75 

TSA 73,07 0,61 70,5 75 

 

 

4 Conclusions  
In this paper, the problem of missing data in long 

term acoustic level monitoring has been considered. 

In particular, the reconstruction of missing data 

by means of Time Series Analysis (TSA) model and 

Regression method has been pursued.  

The TSA reconstruction is based on the 

evaluation of trend and periodicity of the series, and 

completed with the adding of the mean of the error 

in the calibration phase.  

The REGR imputation is based on a modification 

of linear stochastic regression, in particular on the 

calculation of the mean of the available calibration 

data and the adding of a random stochastic 

component. 

The analysis of the error, i.e. the difference 

between observed and reconstructed values, 

evidenced that TSA has better reconstruction 

performances, both in terms of mean and standard 

deviation of the error. This analysis has been 

performed on three different intervals, all of them of 

20 data, the first at the beginning of the dataset (data 

1-20), the second in the middle (data 150-169), the 

third with a random position of the 20 cut data. The 

differences between the position of the cut interval 

are very small and the general behavior of the 

models is preserved. 

An additional analysis has been performed on a 

60 cut data interval (1-20, 150-169 and random cut), 

to check any variation of the models reconstruction 

performances when a high percentage of the data is 

missing (20%). In this case, it has been observed 

that the REGR method approaches the highest mean 

and standard deviation values of the 20 cut data 

cases, while TSA tends to the lowest mean value 

and an average standard deviation. 

Finally, an analysis on the 300 data (240 

observed plus 60 reconstructed with the two 

models) has been implemented, confirming what 

reported in literature, i.e. that deterministic methods 

(such as TSA) preserve the mean of the data, while 

stochastic methods (such as REGR) preserve the 

distribution variance.  

Future steps of this work can be the inclusion of 

other recorded variables for estimation the daily 

acoustic level as main variable. This will lead to 

better results of the REGR model. 
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