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#### Abstract

In some cases, the decomposition of a positive elements' matrix in a way similar to the formal SVD (Singular Value Decomposition) with positive elements in all vectors is desirable. This Positive Singular Value Decomposition is the objective of this work. In this paper, the Positive SVD is examined for $2-D$ arrays.
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## 1 Introduction and Problem Formulation

It is known that in the context of modern computer science, the method of the sin-

[^0]gular value decomposition (SVD) plays an important role. This very popular technique permits the data compression of a $2-D$ or $m-D$ with $m>2$ array. As a result, a great economy in data storage as well as in the data transmission is obtained. SVD is analytically presented in standard textbooks on Linear Algebra and Image Processing $[1 \div 6]$. The SVD of an $N_{1}-b y-N_{2}$ matrix A is
\[

$$
\begin{equation*}
A=\sigma_{1} u_{1} v_{1}^{T}+\ldots+\sigma_{r} u_{r} v_{r}^{T} \tag{1}
\end{equation*}
$$

\]

where for the so called singular values $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{r}$ it has been assumed that $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{r}$ where $\sigma_{i}=\sqrt{\lambda_{i}}, \quad \lambda_{i}$ are the eigenvalues of $A^{T} A(i=1, \ldots, r)$ where $T$ denotes the transpose matrix). The vectors $u_{1}, v_{1}, \ldots, u_{r}, v_{r}$ are certain orthonormal vectors and $r=\operatorname{rank}(A) \leq$ $\min \left(N_{1}, N_{2}\right)$. A more detailed description of the method can be found in $[1,2]$. In a tensor notation [3], Equation (1) is written as

$$
\begin{equation*}
A=\sigma_{1} u_{1} \otimes v_{1}+\ldots+\sigma_{r} u_{r} \otimes v_{r} \tag{2}
\end{equation*}
$$

where $\otimes$ is the usual tensor product. In many professional software packages (such
as MatLab or Mathematica) the method is automated via appropriate commands.

One should also note that one of the main application of the SVD is the data compression of a $2-D$ array and the resulting economy in data storage when: $\sigma_{1} \geq \ldots \geq \sigma_{q} \gg \sigma_{q+1} \geq \ldots \geq \sigma_{r}$ (where $q<r$ ), because in this case Equation (2) can be approximately written as

$$
\begin{equation*}
A=\sigma_{1} u_{1} \otimes v_{1}+\ldots+\sigma_{r} u_{r} \otimes v_{r} \tag{3}
\end{equation*}
$$

So, instead of $N_{1} \cdot N_{2}$ memory positions for the matrix $A$, we need only $q \cdot\left(N_{1}-\right.$ $\left.1+N_{2}-1+1\right)=q \cdot\left(N_{1}+N_{2}-1\right)$ since every orthonormal $n-$ vector requires $n-1$ memory positions.

It is also well known that if we demand the optimum approximation (in the sense of the least squares approach) of a matrix $A$ by a product $\sigma u v^{T}$ i.e. minimization $\left\|A-\sigma u v^{T}\right\|$ this minimization yields $\sigma=\sigma_{1}, u=u_{1}, v=v_{1}$ where $\sigma_{1}, u_{1}, v_{1}$ are those that result from the SVD. This very important property of the SVD permit us to solve several optimization problems via SVD, $[1 \div 6]$. Furthermore, in $k$ step $(1 \leq k \leq r), \quad \sigma_{k}, u_{k}, v_{k}$ are the same with those resulting from the solution of the minimization problem (with respect to $\sigma, u, v$ )

$$
\begin{equation*}
\min \left\|A_{k-1}-\sigma u v^{T}\right\| \tag{4}
\end{equation*}
$$

where
$A_{k-1}=A_{k-2}-\sigma_{k-1} u_{k-1} v_{k-1}^{T} \quad\left(A_{0}=A\right)$ This is the so-called least squares property of the SVD.

In this paper, an attempt is made to find the decomposition of a positive ele-
ments' matrix in a way similar to the formal SVD (Singular Value Decomposition) with the above stated least squares property, where all vectors of the SVD ought to contain positive elements. In other words, our problem can be formulated as follows: Find a decomposition of the matrix $A$ as in Equation (1) with the least square property under the constraint all $\sigma$ 's and all the coordinates of $u$ 's and $v$ 's to be positive.

This is a problem arising in Statistics as well as in Measurements Engineering when our Data are all positive and when we attempt an approximation under the constraint of the positiveness of all quantities (entries) in the vectors $u_{1}, v_{1}, \ldots, u_{r}, v_{r}$.

Moreover, Positive 2 -dimensional Systems Theory seems to gain ground nowadays, promising new interesting applications in biomedical signal processing as well as in physics and astronomy, computers architecture etc, [ $12 \div 15]$.

## 2 Problem Solution

Let $A, B$ be two matrices (i.e. twodimensional arrays) of the same dimensions, we denote as $A / B$ the matrix for which the $i, j$ element results from the division of the $i, j$ element of $A$ by the $i, j$ element of $B$.

Now, the solution of the PSVD (Positive Singular Value Decomposition) problem should actually can follow the following strategic:
Find $\sigma=\sigma_{1}, u=u_{1}, v=v_{1}$ such that $\left\|\left(A-\sigma u v^{T}\right) / A\right\|$ to be minimum with $\sigma$ and all the coordinates of $u$ and $v$ to be
positive.
Afterwards, consider the new matrix $A_{1}=A-\sigma_{1} u_{1} v_{1}^{T}$ and find $\sigma=\sigma_{2}, u=$ $u_{2}, v=v_{2}$ such that $\left\|\left(A_{1}-\sigma u v^{T}\right) / A\right\|$ to be minimum with $\sigma$ and all the coordinates of $u$ and $v$ to be positive. Finally (after $r$ iteration steps) find the decomposition

$$
\begin{equation*}
A=\sigma_{1} u_{1} v_{1}^{T}+\ldots+\sigma_{r} u_{r} v_{r}^{T} \tag{5}
\end{equation*}
$$

where all $\sigma$ 's and all the coordinates of $u$ 's and $v$ 's should be positive. Note that:
$r=\operatorname{rank}(A) \leq \min \left(N_{1}, N_{2}\right)$. This decomposition results as follows: In $k$ step $(k, 1 \leq k \leq r), \quad \sigma_{k}, u_{k}, v_{k}$ result from the solution of the following minimization problem (with respect to $\sigma, u, v$ )

$$
\begin{equation*}
\min \left\|\left(A_{k-1}-\sigma u v^{T}\right) / A_{k-1}\right\| \tag{6}
\end{equation*}
$$

where
$A_{k-1}=A_{k-2}-\sigma_{k-1} u_{k-1} v_{k-1}^{T} \quad\left(A_{0}=A\right)$
The solution of the problem proceeds as follows: First we find $\sigma=\sigma_{1}, u=$ $u_{1}, v=v_{1}$ from the minimization problem $\left\|\left(A-\sigma u v^{T}\right) / A\right\|$ where $\sigma$ and all the coordinates of $u$ and $v$ to be positive. To this end, let us denote the $i_{1}, i_{2}$-element of the matrix $A$ as $a\left(i_{1}, i_{2}\right)$, the $i_{1}$-element of the vector $u$ as $b_{1}\left(i_{1}\right)$ while the $i_{2}$-element of the vector $v$ as $b_{2}\left(i_{2}\right)$. The constant $\sigma$ is incorporated at the moment in the product of $u$ and $v$.

So,
we have to minimize the $N_{1} \times N_{2}$ quantities: $\left(a\left(i_{1}, i_{2}\right)-b_{1}\left(i_{1}\right) b_{2}\left(i_{2}\right)\right) / a\left(i_{1}, i_{2}\right)$ or equivalently $1-b_{1}\left(i_{1}\right) b_{2}\left(i_{2}\right) / a\left(i_{1}, i_{2}\right)$.

Therefore, we have to solve (least squares) the problem

$$
\begin{equation*}
b_{1}\left(i_{1}\right) b_{2}\left(i_{2}\right) / a\left(i_{1}, i_{2}\right) \cong 1 \tag{7}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\ln a\left(i_{1}, i_{2}\right) \cong \ln b_{1}\left(i_{1}\right)+\ln b_{2}\left(i_{2}\right) \tag{8}
\end{equation*}
$$

or

$$
\begin{equation*}
a^{\prime}\left(i_{1}, i_{2}\right) \cong b_{1}^{\prime}\left(i_{1}\right)+b_{2}^{\prime}\left(i_{2}\right) \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
a^{\prime}\left(i_{1}, i_{2}\right)=\ln a\left(i_{1}, i_{2}\right) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{2}^{\prime}\left(i_{2}\right)=\ln b_{2}\left(i_{2}\right) \tag{12}
\end{equation*}
$$

and $i_{1} \in\left\{1, \ldots, N_{1}\right\}$ and $i_{2} \in\left\{1, \ldots, N_{2}\right\}$. We write Equation (9) as follows:

$$
\begin{equation*}
b_{1}^{\prime}\left(i_{1}\right)+b_{2}^{\prime}\left(i_{2}\right) \cong a^{\prime}\left(i_{1}, i_{2}\right) \tag{13}
\end{equation*}
$$

with $i_{1} \in\left\{1, \ldots, N_{1}\right\}$ and $i_{2} \in$ $\left\{1, \ldots, N_{2}\right\}$. These $N_{1} \times N_{2}$ Equations constitute a typical optimization problem linear in $a^{\prime}\left(i_{1}, i_{2}\right), b_{1}^{\prime}\left(i_{1}\right)$ and $b_{2}^{\prime}\left(i_{2}\right)$ Furthermore, if we use the notation
as well as
and

$$
b^{\prime}=\left[\begin{array}{c}
b_{1}^{\prime}(1)  \tag{15}\\
\vdots \\
b_{1}^{\prime}\left(N_{1}\right) \\
b_{2}^{\prime}(1) \\
\vdots \\
b_{2}^{\prime}\left(N_{2}\right)
\end{array}\right]
$$

$$
a^{\prime}=\left[\begin{array}{c}
a^{\prime}(1,1)  \tag{16}\\
a^{\prime}(1,2) \\
\vdots \\
a^{\prime}\left(1, N_{2}\right) \\
a^{\prime}(2,1) \\
a^{\prime}(2,2) \\
\vdots \\
a^{\prime}\left(2, N_{2}\right) \\
\vdots \\
a^{\prime}\left(N_{1}, 1\right) \\
a^{\prime}\left(N_{1}, 2\right) \\
\vdots, \\
a^{\prime}\left(N_{1}, N_{2}\right)
\end{array}\right]
$$

then the above optimization problem rewritten as follows

$$
\begin{equation*}
C \cdot b^{\prime} \cong a^{\prime} \tag{14}
\end{equation*}
$$

It is known $([1 \div 4])$ that the approximate solution of this problem is given as follows

$$
\begin{equation*}
b^{\prime}=\left(C^{T} C\right)^{-1} C^{T} a^{\prime} \tag{18}
\end{equation*}
$$

where

$$
C^{T} C=\left[\begin{array}{cccccccc}
N_{2} & 0 & \ldots & 0 & 1 & 1 & \ldots & 1  \tag{19}\\
0 & N_{2} & \ldots & 0 & 1 & 1 & \ldots & 1 \\
\vdots & \vdots & \ldots & \vdots & \vdots & \vdots & \ldots & \vdots \\
0 & 0 & \ldots & N_{2} & 1 & 1 & \ldots & 1 \\
1 & 1 & \ldots & 1 & N_{1} & 0 & \ldots & 0 \\
1 & 1 & \ldots & 1 & 0 & N_{1} & \ldots & 0 \\
\vdots & \vdots & \ldots & \vdots & \vdots & \vdots & \ldots & \vdots \\
1 & 1 & \ldots & 1 & 0 & 0 & \ldots & N_{1}
\end{array}\right]
$$

or in a simpler notation:

$$
C^{T} C=\left[\begin{array}{cc}
N_{2} \cdot \mathcal{I} & \mathcal{K}  \tag{20}\\
\mathcal{K} & N_{1} \cdot \mathcal{I}
\end{array}\right]
$$

$\mathcal{I}$ is the Identity matrix and $\mathcal{K}$ is defined as the matrix with all of its elements equal to 1 i.e.

$$
\mathcal{K}=\left[\begin{array}{cccc}
1 & 1 & \ldots & 1  \tag{21}\\
1 & 1 & \ldots & 1 \\
\vdots & \vdots & \ldots & \vdots \\
1 & 1 & \ldots & 1
\end{array}\right]
$$

Here $\mathcal{K}$ is a $N_{2}-b y-N_{2}$ matrix. Unfortunately, the matrix ( $C^{T} C$ ) is singular. That means that we have more than one optimal solutions. This also means that for all these "optimal solutions" the total square error of approximation is exactly the same. For this reason, we can demand, in addition, the minimization of $\left|b^{\prime}\right|$. So the considered problem is reduced to

$$
\begin{equation*}
\min b^{\prime 2} \tag{22}
\end{equation*}
$$

under the constraint of (17). By introducing the well-known concept of Lagrange multipliers, the constrained minimization problem is reduced to an uncostrained one.

$$
\begin{equation*}
\min b^{\prime 2}+\lambda \cdot C^{T}\left(C b^{\prime}-a^{\prime}\right) \tag{23}
\end{equation*}
$$

The final minimization over $b^{\prime}$ and $\lambda$ is achieved by using a variety of numerical techniques. Elegant results can be obtained by the Levenberg-Marquardt routine.

Another approach would be the parameter solution of (17) with respect to $b^{\prime}$ depending on the real parameters $\mu_{1}, \mu_{2}, \ldots$, $\mu_{\rho}$ where $\rho=N_{1}+N_{2}-\operatorname{rank}\left(C^{T} C\right)$. In such a case, we introduce these parameters to (22) and proceed with an uncostrained minimization problem.

So, $\quad b_{1}^{\prime}(1), \ldots, b_{N_{1}}^{\prime}, \ldots, b_{2}^{\prime}\left(N_{2}\right) \quad$ are known. Therefore, $b_{1}(1), \ldots, b_{N_{1}}, \ldots, b_{2}\left(N_{2}\right)$ are also known (Equations (11) and (12)). So, the vectors $u$ and $v$ are known. We normalize them defining:

$$
\begin{align*}
\hat{u} & =\frac{u}{\|u\|}  \tag{24}\\
\hat{v} & =\frac{v}{\|v\|} \tag{25}
\end{align*}
$$

Therefore

$$
\begin{equation*}
\sigma=\|u\|\|v\| \tag{26}
\end{equation*}
$$

The normalized vectors $u_{1}=\hat{u}, v_{1}=\hat{v}$, are now used as $u$ and $v$ (re-definition of $u$ and $v$ ). Obviously, they are with positive elements and they are such that the norm $\left\|\left(A-\sigma u v^{T}\right) / A\right\|$ to be minimum. The iterations of the "positive Singular Value Decomposition" of $A$ consists exactly by the same steps and they are dealt similarly. So, one must consider the matrix $A_{1}=A-\sigma_{1} u_{1} v_{1}^{T}$ and find in the same way $\sigma=\sigma_{2}, u=u_{2}, v=v_{2}$ and after $r$ steps the decomposition shown by Equation (5) where all $\sigma$ 's and all the coordinates of $u$ 's and $v$ 's will be positive.

## 3 Conclusion

In this paper, the concept of the PSVD (Positive Singular Value Decomposition) is introduced and investigated. MORE DETAILS SEE IN [17]. By the term PSVD, it is meant the decomposition of a positive elements' matrix in a way similar to the formal SVD but with positive elements in all vectors. The PSVD could seem useful for Positive $m-D$ Systems design and applications $[12 \div 16]$.
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