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Abstract: A new design method for two-dimensional (2-D) recursive digital filters is investigated. The
design of the 2-D filter is reduced to a constrained minimization problem the solution of which is achieved by
the convergence of an appropriate Neural Network. An illustrative example is given and a comparison with the
results of previous methods is attempted. Many advantages of the present method against previous methods of
the literature can be ascertained.
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1.    Introduction
During the last two decades many authors have proposed various methods for the design of 2-D

(recursive or non-recursive) discrete signal, linear and shift invariant filters. An excellent overview is given
in [3].

This growing interest for the design of 2-D filters is due to a variety of applications in fields as digital
image processing, medical data processing, artificial vision, radar and sonar data processing, remote sensing,
pattern recognition, numerical stereoscopy, astronomy and applied physics, biomedical engineering,
biochemistry, robotics and mechanical engineering [1],[2].
    Design approaches for 2-D filters can be broadly classified into two categories:
i) based on appropriate transformation of 1-D filters [2], [3]
ii) based on appropriate optimization techniques [3÷10]

The stability of the designed filters is essential for their practical implementation. However, most of the
existing algorithms [3÷10] may result in an unstable filter. Various receipts have been proposed in order to
overcome these instability problems, but the outcome is likely to be a system that has a very small stability
margin and therefore no of essential practical importance.

In this paper, an optimization procedure is adopted by using continuous-time Artificial Neural Network
(NN). The desired stability of 2-D filter yields our appropriate constraints for the minimization problem.
Furthermore, an extension of the method is given in which we pre-determine the stability margin of the filter
and therefore we know if the designed filter is stable and how stable is.

Artificial Neural Networks or simply Neural Networks (NN) have already been used to obtain solution of
constrained optimization problems [11]. In 1984 Chua and Lin [12] developed the canonical non-linear
programming circuit, using the Kuhn-Tucker conditions from the mathematical programming theory. Later,
Tank and Hopfield [13] developed an optimization network for solving linear programming problems. Some
practical design problems of their network along with its stability properties are discussed in [14].

An extension of the results of Tank and Hopfield to more general non-linear programming problems is
presented in [15]. The authors noted that the network introduced by Tank and Hopfield could be considered to













Figure 2 Obtained amplitude response M(ω1,ω2)of the considered 2-D filter

Figure 3 Obtained amplitude response  Md (ω1, ω2).of the desirable (ideal) 2-D filter



Figure 4 Obtained amplitude response M(ω1,ω2)of the considered 2-D filter by using the method of
[3],[4]

The advantages of the present method against the method of [3] and [4] are: a) We can check the stability
of the designed filter from the beginning of the procedure, since we introduce the desired stability as
appropriate constraints. On the contrary, the previous methods which are based more or less on a trial-and-
error approach can not always guarantee the stability of the filter. b) We implement a simpler filter since, in
practice, we have to realize a factorable numerator and in particular of first-order  filters  which  obviously
are  simpler  than  those of [3],[4].

5. Conclusions
In this study, a Neural Network approach in the design of 2-D recursive filters is adopted. The design

problem is reduced to a constrained optimization problem and a continuous Neural Network is used in order to
find the optimal solution. We give the  general form of the network and a specific numerical example that
show the applicability, the efficiency and the elegance of the method in a real design. Further, an extension of
the method is presented.

In Section 4, the advantages of the method against previous ones of the 2-D systems bibliography have
been discussed in details. More specifically, the method appears to: a) give guarantee for the stability of the
designed filter b) yield simpler filter implementation.
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