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Abstract: The approach to a solution of the problem of dynamic distribution of jobsin real time systemsis
described, in this article. A method for transformation of initial data into the form that makes it possible to use
the known algorithms to construct a plan of solution. The offered method allows scheduling of solution
efficiency of computing units and the system of priorities -penalties- be fulfilled.
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1 Introduction

The rea time scheduling is characterized by
solution of the following problem: definition of the
plan of solution of a set of tasks with a given time of
fulfilment and restrictions on time of tasks exit from
the system. The system of scheduling should ensure
redlization of the requirements on minimization of
summarized time of deviation of real tasks exit from
the system (redlization of the terms of solution) at
initial temporal restrictions (the time of inflow of a
task, time of solution and extreme time of exit of the
request from the system is pre-set to the scheduling
system) with full observance of the work order. In
genera setting up this task concerns to the NP-
complete class.

In most cases red time scheduling system
developers use static agorithms and define beforehand
the maximum list of the tasks by supposing the worst
case for deriving a static controlling table (plan). This
plan isfixed and is used for unconditional fulfilment in
a dynamic mode with the following assumptions:

o al tempord restrictions remain constant for the
time of plan fulfilment;

e al tasks are can be solved in the limits of their
critical time;

Otherwise a dtatic list of priorities is formed by
means of static scheduling techniques for use in the
dynamic condition during job scheduling.

If the system of rea time works only in the
dynamic condition, the use of the agreements of static
scheduling (where all is known beforehand) is
unadvisable. One of the possible agorithms of time-
table formation is selected and then carefully analyzed
on its applicability in the expected dynamic
environment. As a rule, in this case the agorithms
which use scheduling by the list or a priority service
are appeared.

As a rule, with passage of the tasks through the
computing system the multi-level systems of
scheduling are applied. The classicd scheme of
scheduling includes the schedulers of three types:

1. The scheduler of the upper level sdects a
population of tasks which is authorized to compete for
capture of CS resources.

2. The scheduler of an average level sdlects a
tasks which are authorized to compete for capture of
time of the processor.



2. The scheduler of an average level selects
a lasks which arc¢ authorized to compete for
capture ol time of the processor.

3. The  scheduler of the lower level
determines for cach computing node what task
(process) will be activated (solved) in it. Thus,
the scheduler of the lower level has N-tasks
(processes)  subjected  to  activation  for N—
computing nodcs.

In the given work the method for dynamic
distribution of the requests resources of an
inhomogencous distributed computing system in
a real time solved by the scheduler of the lower
level is offered.

2 Problem Formulation

Let us consider general setting of a problem in
a real ime,

On the input of HDSD a great number of jobs
arrives. Each job is characterized by three
tcmporal parameters:

T'.,- time of inflow of i-th input job in CS.

T'., - time of an ¢xit of i-th job from CS.

T',- - execution time for i-th job in arbitrary
units in a computing node that has maximum
ctticiency in HDSD.

HDSD has multitude of resources. Each resource is
characterized by R; efficiency.

For cach of an i-th job the time of solution of the i-
th task on the an j-th resource in arbitrary units may be
determinet. For this purpose let us define R,,, as
R .=max{R ... R}

Deline relative efficiency of each computing
node R; in rclation to R,,,. To do this compute a
set 2=RJ/R,, .

knowing relative cfficiency of each node, we
can determine the job-resource ratio in view of
the time ol work cxecution and efficiency of
Computing Device (CD).

To accomplish this let us generate a matrix of
coherency (MC), where each element determines
the relative time of an i-th job being executed on
a j-th resource with respect of its efficiency
MC[i,j|=T',/Z,.

In a view of the fact that 12Z>0 the relative
time of realization of cach job on resources will
be determined by a value of MC[i,j]. Because the
task being cxccuted in a real time must be
finished up to given T, it is necessary to
calculate A"

AY =T, - T.,-MC[ij]

In the view of (T, -Tipu)>0 and (T
T > ML (T i T

A" can take both positive and negative valuces.
The positive values of A" mean that the job i
nominated on a resource j will be completed
before the given term by the time A", and the
negative values mean, that the exit of the request
from the system will happen alter the given term
by the time A. (Table.1)

At computation of A it is necessary to take
into account, that on the moment of scheduling
all requests have the samc basc time of the
beginning of scheduling irrespective of time of
request arrival in the system. Besides, the
operating time of the scheduler, i.c. time of
scheduling must be taken into account.

Therefore, it is possible to take T',=T,,,,+¢. To
account the penalty system S’,, all At"'<() must
be multiplied by the corresponding values S, for
all j resources. As a result the initial matrix
(Table.1) is obtained.

output”

RESOURSES
112131415 6
T |1 113 41-21-3]4 5
A2 2105164 -2
S |3 3611719 1
Ki4 1 1-31-4]-5]-1 -1
S |5 1141411 ]-5 -1
6 81121413 2
Table.1

Table.1: The initial matrix
Corresponding to the requirement of task
solution

n

in a real time the value 2| A" |

z=1

should be more than or equal to 0. If to obtain
the distribution variant with satisfaction of the
requircment on an the exit time for all requests
and with involvement into distribution of
assignings with A“<0 is impossible their sum
must be minimal.

3 Problem Solution

In such setting, the solution of the task of
assigning the i-th job on the j-th resource can be
reduced to the task of scarching of the maximum
matching in pairs in a weighed bipartite graph is
solved by the Hungarian methods that has the
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temporary complexity of O(n’). It is necessary to
note that scarching of the distribution variant is
lulfilled for the inhomogenecous computing
systems (the degree of a heterogeneity is below
0.7) and the scarching of the solution is carried
out in a rarcficd binary matrix of coherency. In
works [3,5] if is proved that with a solution of a
task of scarching of a maximum matching in it is
possible o apply adaptive algorithm which
temporal complexity depends on factor of filling
of a matrix coherency of a bipartite graph and
with factor of filling less than 0.7 temporal
complexitics do not exceed about O(n'“logn).

Howcever, for a problem put by on a
comparison with classical needs modification of
shaping of input data and base (initial) area of
scarching .Let's consider procedures of shaping
ol input data and arca of searching on an example
of a solution of a task of assigning for the 6 of
tasks on the 6 processors. After handling initial
temporal restrictions and account of  efficiencies
ol cach processor we shall receive an initial
matrix A"") (Table.1)

The information in a matrix A" takes into
account only volume of work and relative time of
its realization in view of ctficiency of computing
nodes. However  heterogeneity  SHDH  causes
nceessity  of  the  account  of  individual
performances of each computing node (presence
of sufficicnt opcrative memory, presence of
nccessary data in a node, presence of the
necessary programs lor realization of the tasks
cie.) assumed with a possibility of realization of
lasks. In view of these criterions the evaluation of
a possibility of realization of each work in each
node is nccessary. For it the matrix of check
conflict of assignings by each i-th of work in j-th
node

P

,=ITc

x=1

(Table, 2) is formed.

Where: C/M - degree of realization of x
obligatory requircments for assigning i-th of the
request on j-th resource;

Al the following stage of shaping of an initial
information it is necessary to execute a filtration
of clements of a matrix A in the correspondence
with values of the clements of a matrix Q. In an
outcome is obtained a new matrix A", where the

numeral o designates assignings which cannot
be considered as possible. (Table.3)

1 2 3 4 5 5
1 {1 1 0 0 1 0
2 |1 1 1 0 1 1
310 1 0 1 1 0
4 |0 1 1 1 1 0
511 0 0 1 1 1
6 |1 1 0 1 1 1

Table 2

Table 2 Matrixes of check of disputed
assignings.

2 3 4 5 6
3 © o' 4 ©
-2 0 -5 ®© -4 -2
6 o] 7 9 o

wn|Blw|of =
8

N
8
8
n

6 |8 1 o 4 3 2
Table 3.

Table 3: Matrixes A of assignings in a

matrix A after a filtration.

For shaping distribution of tasks on
processors, in the correspondence with the
requirements of Hungarian algorithm and
restrictions superimposed our statement of a task
requires to generate initial zone of scarching. For
it is feasible the following operations. As the
positive values of the clements of a matrix A
correspond to assignings which can be certainly
included in a solution since any assigning
appropriate to i, j coordinate does not contradict
conditions of temporal restrictions, all positive
elements is appropriated values 0, and ncgative
elements we shall interchange a sign on positive .
In an outcome is obtained new matrix A" (0).
The further operations on shaping initial arca of
searching is fulfilled in the exact correspondence
with Hungarian algorithm.

4 Conclusion

The basis for searching of the solution is the
Hungarian method which has time complexity
O(n%), where n is the number of graph vertices of
the initial matrix. However, we suggest the
algorithm AMA |[1-3] worked out by the authors
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instcad of the traditional Karp-Hopkroff method
which is utilized in the Hungarian method.

For maximal matching in pairs designed time
complexity of solution scarch by means of the
maodificd algorithm is O(n'’Logn) that is less
than O(n'). Authenticity of the time compexity
calculation was verified on a programmed model.
The results of  statistical  inverestigation  are
presented in Fig.4. Because AMA is an adopted
algorithm and  scarching of the maximal
matching in pairs has been carried out in a
ravericd matrix with the filling coeficient less
than 30%, the temporary statistical complexity of
ANP is less than O(n'*Logn) and is close to the
lincar onc.

Hungarian algorithm ANP

time
>
=

Dimentionality task
number of processors

Fig.1

Fig.1: Comperative tcmporary characteristics
of scheduling by the Hungarian method and by
ANP.
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